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Abstract

Traffic data imputation is fundamentally impor-
tant to support various applications in intelligent
transportation systems such as traffic flow predic-
tion. However, existing time-to-space sequential
methods often fail to effectively extract features
in block-wise missing data scenarios. Meanwhile,
the static graph structure for spatial feature propa-
gation significantly constrains the model’s flexibil-
ity in handling the distribution shift issue for the
nonstationary traffic data. To address these issues,
this paper proposes a SpatioTemporal Attention
Mixture of experts network named STAMImputer
for traffic data imputation. Specifically, we intro-
duce a Mixture of Experts (MoE) framework to
capture latent spatio-temporal features and their in-
fluence weights, effectively imputing block miss-
ing. A novel Low-rank guided Sampling Graph
ATtention (LrSGAT) mechanism is designed to
dynamically balance the local and global corre-
lations across road networks. The sampled at-
tention vectors are utilized to generate dynamic
graphs that capture real-time spatial correlations.
Extensive experiments are conducted on four traf-
fic datasets for evaluation. The result shows
STAMImputer achieves significantly performance
improvement compared with existing SOTA ap-
proaches. Our codes are available at https://github.
com/RingBDStack/STAMImupter’.

1 Introduction

Intelligent Transportation Systems (ITS), which rely on com-
prehensive and high-quality data to perform their tasks ef-
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"Complete Appendix is available for download via the code link.

fectively [Liu et al., 2023; Yin et al., 20211, play a signifi-
cant role in maintaining urban traffic order. However, in real-
world traffic data collection, limitations in resources such as
sensors (e.g., vehicles, drones) and disruptions in data ac-
quisition (e.g., network interruptions, extreme weather con-
ditions) can lead to data missing in both spatio-temporal di-
mensions [Chan et al., 2023; Zhang et al., 2024b]. Therefore,
traffic data imputation, which aims to reconstruct the missing
traffic data by leveraging potential data correlations, has at-
tracted rising research attention recently.

Existing research on traffic data imputation can be broadly
categorized into time-series imputation and spatio-temporal
imputation. Time-series imputation primarily involves algo-
rithms based on statistical analysis [Yu et al., 2016; Chen
et al., 2020; Chen and Sun, 2021] or deep learning models
that concentrate efforts exclusively on the temporal dimen-
sion of the traffic data [Cao et al., 2018; Du et al., 2023;
Zhang et al., 2024al. However, these methods are not ef-
fective in addressing the issue of block data missing, where
data is absent in consecutive sequences. Spatio-temporal im-
putation [Xu et al., 2022; Wang ef al., 2022; Li et al., 2022;
Nie er al., 2024] accounts for the extra spatial dimension with
static graphs or spatial attentions, allowing for more effective
handling of block missing data.

Although considerable effort has been made on traffic data
imputation, there are still two major challenges that hin-
der existing works from achieving a more accurate impu-
tation result. First, most current time-to-space sequential
learning frameworks [Marisca et al., 2022; Wei et al., 2024;
Zou et al., 2024], which process spatio-temporal data by
first using a temporal module followed by a spatial module,
may extract and propagate invalid features when block data
are missing. The block data missing scenario can occur in
both spatial and temporal dimensions. This challenge is even
more pronounced in scenarios with spatio-temporal block-
wise missing data, for example, due to prolonged power out-
ages in physical sensors. Second, static graph-based methods
struggle to capture global spatial dependencies beyond local
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communities, which are essential for making accurate predic-
tions in practical applications. For example, the traffic vol-
ume or average traffic speed of a crossroad during non-peak
hours is closely related to its adjacent intersections. However,
during the evening peak, these observations are also affected
by nearby traffic hub nodes, which are key sensor locations
that have the most significant impact on the entire traffic net-
work. Many static graph-based methods [Ye er al., 2021;
Xu et al., 2024] are limited in their ability to capture the
global spatial correlations. Without static graphs, global spa-
tial attention methods [Zhang ef al., 2022; Nie et al., 2024]
can propagate spatial features across traffic networks but
struggle to capture spatial correlations in highly sparse data
due to the lack of guidance from prior knowledge. Hence,
we argue that spatio-temporal imputation requires dynami-
cally adjustment according to the real-time missing data. Fur-
thermore, combining the strengths of static graph-based and
global attention-based methods will effectively handle com-
plex imputation scenarios.

To address the above challenges, we propose a Spatio-
Temporal self-Attention Mixture of experts Imputer net-
work named STAMImputer. We perform traffic data impu-
tation by deploying specialized experts networks, including
attention experts and observation experts. Attention experts
are self-attention transformers that capture temporal or spatial
features, while observation experts act as arbitrators, over-
seeing and controlling the broad spatio-temporal attention.
The MoE framework dynamically adjusts real-time spatio-
temporal attention weights by utilizing the routing control of
the observation experts. If the data is sparse in terms of the
spatial demension but rich in terms of temporal dimension,
the observation experts guide the model to prioritize the tem-
poral experts’ learned representations. Moreover, inspired by
[Fang et al., 2023] and [Nie et al., 2024], we design a novel
Low-rank guided Sampling Graph ATtention mechanism,
namely LrSGAT. The spatial low-rank guided matrix decou-
pling identifies key features of traffic hubs while filtering out
the redundant global relationships. Attention projection is
then applied to propagate the relevant features of these hubs.
Finally, the sampled attention vectors contributes to gener-
ating dynamic graphs which fully capture the real-time spa-
tial correlations and help improve downstream traffic-related
tasks. Our contributions are summarized as follows.

e We propose a novel traffic data imputation model based
on the MoE framework. Our model dynamically adjusts at-
tention weights of spatio-temporal expert networks to balance
the contributions of both spatio-temporal dimensions. To the
best of our knowledge, this is the first application of the MoE
framework to traffic data imputation tasks.

e We propose a low-rank guided sampling graph atten-
tion mechanism that enables the imputation model to capture
global spatial dependencies beyond local communities.

e We build real-time dynamic graphs by utilizing the at-
tention vectors sampled by the spatial expert network, which
accurately represent the current traffic conditions.

e Extensive comparative experiments on four real-world
benchmark datasets demonstrate that our STAMImputer
model outperforms others in traffic data imputation.

2 Related Works

Traditionally, statistical based approaches [Nelwamondo et
al., 2007; Van Buuren and Groothuis-Oudshoorn, 2011; Yi
et al., 2016] are used to study the mathematical characteris-
tics and functional properties of spatio-temporal sparse data,
such as low-rank approximation [Cichocki and Phan, 2009].
In terms of spatio-temporal dual-dimensions, [Li et al., 2013]
proposed an algorithm based on spatio-temporal probabilis-
tic principal component analysis (PPCA). Both [Deng et al.,
2021] and [Xu et al., 2023] proposed low-rank guided tensor
completion algorithms. The former used graph spectral regu-
larization, while the latter introduced a Hessian regularization
spatio-temporal low-rank method.

More recently, deep learning approaches have been pro-
posed for traffic data imputation. Early works include Au-
toencoder, RNN and CNN networks [Cao et al, 2018;
Benkraouda et al., 2020; Zhao et al., 2020], and they rely
on a keen sense of temporal variation to impute the miss-
ing data. As development progressed, graph-based methods
are introduced [Chen and Chen, 2022; Liang et al., 2022;
Kong et al., 2023], contributing spatial dimensionality cor-
relations to the imputation work. Notably, [Cini et al., 2021]
proposed bidirectional autoregressive architecture which con-
ducted spatio-temporal imputation through message passing
graph neural networks. Nevertheless, GANs [Yoon ef al.,
2018; Chen et al., 2019] are also used in traffic data imputa-
tion. For example, STGAN [Yuan et al., 2022] implemented
a spatio-temporal GAN model to perceive local and global
spatio-temporal distribution.

In more recent work, the self-attention mechanism pro-
vides a fresh and excellent choice for imputation work in
spatio-temporal dimensions [Vaswani, 2017]. [Ma et al,
2019] proposed a cross-dimensional attention completion
method, which, for the first time, applied the self-attention
mechanism to multivariate geotagged time series data to
achieve a cross-dimensional joint capture of self-attention.
The SPIN model in [Marisca er al., 2022] implemented an
spatio-temporal attention based framework, whitch can han-
dle sparse data without propagating prediction errors or re-
quiring a bidirectional model to encode forward and back-
ward time dependencies. [Nie et al., 2024] adopted attention
on both spatio-temporal dimensions. Combining low-rank-
induced temporal attention and spatial embedding attention,
it demonstrates state-of-the-art performance in traffic spatio-
temporal data imputation. However, we argue that none of
the above-cited methods can dynamically balance the spatio-
temporal dual-dimensional learning features.

3 Problem Definition

The traffic completion problem aims to infer unobserved or
unrecorded data using known traffic data recorded by sensors.
Specifically, X7 € RTXNXC where C' = 1, represents
the observed traffic flow or speed value of N nodes in traffic
network from a fixed time slice ¢ to t+7, and M., sharing
the same size with X}, represents the missing position of



the observed data as follows:

My = {1, if AV; at time slice 7 is observed, n

0, if V; at time slice 7 is not observed.

Given X;.;y7, Mo and the topology graph GX which
represents a K-nearest neighbours graph structure of traffic
networks, the purpose of our paper is to learn a function
Imputer to infer the missing values in X}.. 7, that is, to

obtain the imputed sequence data )}t;HT € RT*XNXC  The
task can be formulated as:

Vierr = Imputer (X yr, My, G5)0), ()

where ® denotes the learnable parameters in our model.

4 Methodology

In this section, we introduce our model STAMImputer. The
overview of STAMImputer is shown in Figure.1 The left side
of the figure shows the framework of MoE, which depicts the
collaboration mode between the observation and the attention
experts. The right side of the figure shows the workflow of the
spatial experts, which we introduce in detail in Section 4.2.

4.1 Observation Expert and MoE Framework

As an emerging architecture, MoE has been widely used and
discussed in deep learning fields. Unlike the well-known
MoE in [Fedus et al., 2022; Zhang et al., 2021], we extend
the expert networks to the outer layer of the framework. The
advantage of this design is its ability to decouple data fea-
ture in a controlled way, enabling the temporal and spatial ex-
perts to effectively capture feature propagation relationships
in both dimensions. It is called controlled decoupling because
there exist a macro-control expert (i.e., Observation Expert in
MOoE) who can evaluate the trust of the learning results of
functional experts by focusing on raw data and sparse fea-
tures. Through the tasks and cooperation of experts, the sys-
tem can decouple dimensional attention while ensuring cohe-
sion in the final result, which is the original intention of the
design of our MoE framework. In summary, the use of MoE
enhances the model’s stability and generalization. Regard-
less of the sparsity in time or space dimensions, the expert
network can effectively guide the model based on real-time
data characteristics before producing the output.

Observation Expert The evaluation ability of observation
expert is directly related to the quality of the learning re-
sults and the robustness of the model. The observation expert
can learn downstream-oriented evaluation feedback and make
trust decisions on the spatio-temporal attention output in the
completion task based on the real data (including missing)
and sparsity features. Compared with the structural design
of the attention expert, the observation expert can not only
achieve the effect of a residual network but also improve the
dynamics of residual connections, thereby improving the sta-
bility when handling sparse patterns of real complex data. In
addition, it is worth noting that different dimensions of atten-
tion have different strengths and weaknesses under different
missing patterns. For example, in the case of random data
missing, temporal attention performs better than spatial atten-
tion in completing the task, while the opposite is true in the

case of block missing patterns [Marisca et al., 2022]. There-
fore, observing the expert’s dynamic evaluation and sparse
sensitivity of inputs improves the model’s flexible perception
of complex spatio-temporal networks.

MoE Framework As shown in Figure 1.1, MoE frame-
work is structured into three main stages: 1) attention stage:
to extract spatio-temporal correlations with MSAT and LrS-
GAT networks; 2) observation stage: to score the credibil-
ity of attention experts and weight the outputs of the atten-
tion stage; 3) readout stage: to produce the final predictions
through Multilayer Perceptron (MLP).

Firstly, a vectors group XMoF = (x°¢||x") | in which
Xoe ¢ RT*NxDoe jg as inputs for observation expert while
Xm ¢ RTXNXDin g as inputs for attention experts (refer
to Section.4.3 for details). Then, hierarchical iterative corre-
lation learning and feature reconstruction by spatio-temporal
experts in the attention processing stage:

X't = Atten™ (X1, 3)
Xsouti, _ Attens(<Xs“” ||Xtml'ti>). (4)

X' represents the inputs or outputs of the attention stage in
layer 7 and X'°“% will be the input of layer i + 1. Obviously,
Xtino = xsino — xin  The observation expert performs
attention confidence assessment on node n at time ¢:

e,‘jg = softmax(x;", W), Q)
where /¢ € RP*" XN 5 a learnable parameter matrix and
N°¢ is the number of attention experts. Finally, the learning
feedback from the experts is weighted and concatenated ac-
cording to the confidence scores £57 € RT*N*N" from the
observation expert and input into the readout stage to obtain
the imputation outputs.

4.2 Attention Experts of Dual-dimensions

Self-attention extraction and influence propagation are the
core of STAMImputer. Whether the potential interactive rela-
tionship can be extracted is the key to improving the imputa-
tion effects. In this section, we describe in detail the design of
attention experts in STAMImputer and how they effectively
extract latent patterns.

Temporal Attention Expert Networks

In the temporal dimension, we introduce the encoder layer of
the classic self-attention Transformer [Vaswani, 2017] as the
temporal expert network unit, that is, the Multi-head Self-
ATtention (MSAT) network shown in Figure 1.1. In long
or short time slices, the interaction patterns of time points
are relatively stable (relative to the spatial dimension), which
is the main reason why simple time series imputation has
a weak ability to perceive high-frequency and struggles to
detect abnormal events. However, temporal self-attention
still has a strong advantage in restoring stable sequence
trends (i.e., low-frequency recovery). Using the classic self-
attention encoder as the initial temporal processing layer of
the MoE framework can quickly pre-reconstruct missing in-
put features, especially for data with low missing rates or sim-
ple missing patterns (such as random point missing). More-
over, its output vectors can provide richer information for the
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Figure 1: The overview of STAMImputer and LrSGAT: (1) The framework of MoE contains multi-head self-attention networks as Temporal
Experts (T-Experts), LrSGAT networks as Spatial Experts (S-Experts), a feed-forward network as Observation Expert (O-Expert) and a
Readout MLP. (2) The workflow of LrSGAT: (a) sampling projector generates projection attention with diverse sampling strategies; (b) low-
rank guided re-attention mechanism with projection attention; (c) dynamic graphs generation with projection attention.

spatial attention expert network, enabling the dynamic dis-
covery of potential spatial associations.

Spatial Attention Expert Networks

The spatial patterns that can be learned will more closely
align with the unpredictable nonlinear correlations observed
in real-world networks. In the spatial attention expert net-
work, as shown in Figure 1.2, we propose a Low-rank guided
Sampling Graph ATtention mechanism, namely LrSGAT.
This innovative design employs hybrid sampling strategies
to effectively balance local and global correlations across
different time periods. Additionally, the sampled attention
weights can also serve as projection vectors for the input to
the re-attention layer and be used to construct semi-adaptive
dynamic graphs offering dynamic spatial dependencies for
downstream traffic intelligence tasks.

Sampling Projector We state that the design is to optimize
the balance between local and global correlations of spatial
nodes while maintaining manageable complexity. We pro-
pose a sampling-based projector design, where a reduced-
dimensional attention vector is sampled through a general
Graph Attention Network (GAT) guided by a static topol-
ogy. The output vector is derived by using the sampled atten-
tion as the projection message. Specifically, an original input

xSin e RV*D™ enters the LrSGAT network and extracts the
attention weights on the local graph through the static topo-

logical adjacency matrix as formula:

G KG)T
5@ — t (Qt ( t ) , 6
h softmax 76116 (6)

where QF € RN*1xD™ and K& € RVXEXD™ are ex-
panded query and key vectors calculated with input X%
and the static topology with E denoting the number of
neighbors for each node. In addition, the canonical vectors
Qq, Ky, and V; are also obtained in this process. £ €
RNXE denotes the feedback of local attention, and its role is
to reversely inform the global influence of the node at the cur-
rent time ¢. We set up a trainable scorer vector W3¢ € RFx1
to generate a significance score matrix £V € RV*! from
local attention and perform node sampling based on it:

gV =E0W e, NP = (VT INT). (7

N denotes the set of nodes sampled at time ¢, where NI
represents the S = [logN'| nodes with the highest signifi-
cance scores, and A} represents the S nodes of the probabil-
ity distribution sampling from the remaining parts. The com-
bination of these two sampling strategies is designed to focus
attention on different score domains, ensuring that potential
traffic hubs are not overlooked due to data missing.

The abstract concept of V;* refers to the selection of nodes
with the highest global influence as well as probabilistically
selected random nodes with incremental effects. Finally, the
projection vector consists of the mapping of the attention



query or key to the samples, and the projection message is cal-
culated using the sampled query vector via the self-attention
mechanism:

Q= NP PP K — NP K, ®)
S T
M, = softmazx (Pt(\/{dikt)) Vi. )

Through sample mapping, the total size of the obtained pro-
jection vector is significantly reduced compared to the origi-
nal input vector since S < . Furthermore, due to the eval-
uation of the significance scores and hybrid sampling, rep-
resentative information is preserved in the projection vector,
allowing P and M; to pass to the next layer of LrSGAT
to preserve the potential local and global correlations of the
original input vector.

Low-rank Guided Re-attention Low-rank factorization is
to approximate a vector X € R™*™ by a vector product rep-
resentation as X = Z/IVT, where U € R™*% and Y € R**F
are rank matrices ¥ < min(m,n). Factorization seeks to
simplify information by breaking down complex network
structures into abstract, compressed features that effectively
capture the overall structure. At this layer, as shown in Fig-
ure 1.2(b), we apply Re-ATtention (ReAT) learning by utiliz-
ing the projection vector and the projection message received
from the previous layer of the network:

X = Atten® (X, PS, M?). (10)

P? encapsulates the current spatial network information into
a concise and compact representation of its state and gener-
ates the key vector to guide the global nodes to pay attention
to the critical node information sampled. M, corresponds to
the reference for recovering compressed information P and
generates a value vector to recover the attention guided by
the compressed information in the global reconstructed hid-
den state. The key to approximate low-rank factorization of
the original vector is the projector, which realizes information
cohesion through a sampling mechanism and generates corre-
sponding projection messages to guide feature reconstruction.
The design of repeated attention compresses and restores the
high-order, low-rank spatial matrix and completes the miss-
ing data features in the process.

Semi-adaptive Dynamic Graph The pattern of spatial
sampled attention and the low-rank factorization approach
bring to mind a classic method for constructing adaptive ad-
jacency matrices A% ¢ RNV*N [Wu er al., 2019], which
represent fully connected adjacency relationships learned en-
tirely by the neural network. The matrices AP are formu-
lated as:

AP — so ftmax(ReLU(F\Ey ), (11)

where F; and By € RV*C are learnable parameters. With
C < N, the constructed adaptive adjacency relationship is
achieved by abstracting a cohesive representation and an ex-
troversion representation, compressing and reconstructing the
global network for correlation mining and coupling it with the
projector model in our two upper layers of the network. How-
ever, it is not difficult to see that each of E; is completely

abstract and static, and its compact approximation does not
have any actual nodes to map. And they are susceptible to
low-quality and unreliable structure at data missing condi-
tions [Zou et al., 2023].

In contrast, the sampling matrix constructed by the projec-
tor is dynamic and node-supported. If we similarly set an F
to calculate A% = ASET where A5 € RV*S is the sam-
pled attention vector and ET € R¥*¥ is the adaptive matrix,
the reconstruction task that F' needs to perform is faced with
compressed information that changes over time. Therefore,
simply reconstructing the sampled projections is not of prac-
tical significance. Taking the above factors into account, the
Dynamic Graph Structure Learning (DGSL) function is de-
fined as follows:

AYP — 5o ftmax(Re LU (A E4%P)), (12)
S\T

Af = softmax (Qf(\fi%)) , (13)

EP = toph(M(E™/)T), (14)

where Q; € RNXD™ is the query vector from the Sampling
Projector layer, K7 € RS*P ﬂ is the sampled key vector
as in Formula (8), M; € RS*P™ is the projection message,

Eref ¢ RV*D™ s a learnable parameter matrix and toph(-)
is the function setting terms less than the median to zero.

4.3 Spatio-temporal Representation Learning

In this section, we summarize the spatio-temporal represen-
tation learning stage in STAMImputer. Incorporating addi-
tional feature dimensions can accelerate the convergence of
expert networks. In general, the spatio-temporal and fre-
quency features of the original input are embedded before
entering the MoE networks.

Discrete Wavelet Transform Discrete wavelet transform
(DWT) and inverse wavelet transform (IWT) are powerful
mathematical tools that decompose signals into different fre-
quency components, effectively capturing sequence charac-
teristics. Specifically, given the original observed sequence
vector Xy.; 1 € RV*T and selecting the wavelet basis w
and decomposition level j, DWT decomposes the sequence
X' into low-frequency and high-frequency components:

DWT(X™ w, j) ={Co, Ci, ..., C}}, (15)

where Cj denotes low-frequency components, and the rest
denote high-frequency components. IWT is formulated as:

X' = IWT({Cy, 0, ..., 0}, w, 7), (16)
Xh = IWT({O, Cl7 ey Cj}, wa J)a (17)

where X! € RV*T and X" € RN*T share the same shape
with original vector X*".

Spatio-temporal Embedding Firstly, the temporal feature,
as one of the fundamental characteristics, encompasses both
the data collection time and the associated weekday infor-
mation, denoted as P* € RN*T*2_ Secondly, the spatio-
temporal position encoding employs a learnable parameter



| Point Missing (Missing Rate)

‘ Block Missing (Failure Probability)

Methods | ""pemsD8 | SZTaxi | DiDi-SZ | NYC-Taxi | PemsD8 | SZTaxi | DiDiSZ | NYC-Taxi

| 25% 60% | 25% 60% | 25% 60% | 25% 60% | 02% 1% | 02% 1% | 02% 1% | 02% 1%
Mean 89.51 8732 | 793 7.96 | 7.68 7.70 | 41.07 4041 | 88.03 88.01 | 7.60 7.69 | 7.81 7.65 | 4496 4204
KNN 8474 8510 | 6.00 6.11 | 8.03 8.04 | 18.62 18.38 | 88.51 8598 | 644 590 | 7.97 8.16 | 19.49 19.58
LATC" 1746 1753 | - - | 216 222 | 556 7.14 | 2899 4321 | - - | 296 570 | 793 8.08
VAR 1748 18.82 | 3.57 342 | 250 2.53 | 9.86 1197 | 2529 23.82 | 3.87 372 | 3.04 2.62 | 14.05 1097
IGAIN 1633 2081 | 349 365 | 216 220 | 826 10.16 | 2292 2729 | 379 375 | 229 230 | 896 11.61
BRITS 1578 18.60 | 332 334 | 2.15 220 | 6.84 7.49 | 1637 21.06 | 343 346 | 227 227 | 701 743
Transformer | 12.58 1375 | 320 329 | 1.63 1.81 | 546 640 | 3351 5391 | 419 499 | 3.08 407 | 1449 17.37
SAITS 1512 21.66 | 330 335 | 2.13 2.05 | 627 7.8 | 2148 2479 | 341 352 | 222 2.18 | 7.18 7.49
SPIN 1502 13.94 | 3.56 322 | 161 177 | 625 568 | 1549 2000 | 3.56 350 | 205 221 | 770 6.25
ImputeFormer | 1101 13.09 | 3.19 320 | 1.68 2.00 | 529 556 | 15.07 17.56 | 340 3.30 | 198 2.05 | 637 6.14
STAMImputer | 1141 1232 | 312 311 | 157 173 | 485 534 | 1538 18.06 | 3.32 3.28 | 194 2.03 | 5.66 581

Table 1: Results (in terms of MAE) on PemsD8, SZ-Taxi, DiDi-SZ, NYC-Taxi benchmarks. The block missing with 0.2% and 1% failure
probabilities correspond to approximate total missing rates of 10% and 30%.

matrix Pt € RT*N*D™ “where the depth of its dimen-
sions offers richer feature references for the data. Thirdly,
statistical learning is used to calculate the sparsity rate in
both time and space dimensions as the sparse features de-
noted PP € RY*TX2 which enable the observation expert
to evaluate the attention confidence scores.

Finally, We adopt a dimension expansion MLP layer to
initialize spatio-temporal and frequency features:

XJ\loE _ <Xoe||Xin>7 Xoe = <Xt:t+T||PSp>a
X" = (MLP(Xyqqr, X!, X", PY)| P,

(18)
19)

where XMOE s the initialized vector that will act as embed-
ded inflow of our STAMImputer models.

S Experiment

Experimental Setup The detailed spatio-temporal feature
information of the selected benchmark datasets is shown in
Table 2. For missing patterns, we consider two scenarios
discussed in previous work [Cini et al., 2021], point miss-
ing and block missing. Since we aim to perform missing
imputations with spatio-temporal attention on sparse traffic
data, we picked ImputerFormer as the state-of-the-art base-
line method. Imputerformer introduces a low-rank projec-
tion in the time dimension for the first time, then adopts
a learnable embedding representation in the space dimen-
sion. We then consider other representative deep learning
methods: 1) SPIN [Marisca et al., 2022]: an attention-based
model with sparse spatio-temporal graphs. 2) SAITS [Du et
al., 2023]: a diagonally masked self-attention Transformer
with a weighted combination of representations. 3) Trans-
former [Vaswani, 2017]: canonical Transformer with self-
attention mechanism. 4) BRITS [Cao et al., 2018]: An
imputation method that directly learns missing values in a
bi-recurrent dynamical system without any specific assump-
tions. 5) rGAIN [Yoon et al., 2018]: A temporal imputation
model based on a generative adversarial net architecture. Fi-
nally, we consider classic statistical and optimization models
for comparison: 1) Mean: imputation of observation aver-
age values. 2) KNN: K neighbor mean value imputation. 3)

LATC [Chen et al., 2021]: completion of the low-rank autore-
gressive tensor. 4) VAR: a vector autoregressive one-step-
ahead predictor. All experiments are conducted on a server
with an Intel(R) Xeon(R) Platinum 8336C CPU operating at
2.30GHz and an NVIDIA A800 GPU with 80GB of memory
for the above models and datasets.

Benchmark Steps Nodes Interval Type
PemsD8 17856 170 Smin Traffic flow
SZ-Taxi 2976 156 15min Traffic speed
DiDi-SZ 17280 627 10min Traffic speed
NYC-Taxi 1848 263 60min Traffic flow

Table 2: Benchmark datasets details.

5.1 Performance Results Comparison

Imputation Task

The imputation results on the four benchmarks are shown
in Table 1. For the point-missing pattern, we choose two
random missing rates of 25% and 60%, and for the block-
missing pattern, we choose two failure probabilities of 0.2%
and 1% for the S ~ U(12, 48) steps, both with a random
missing rate of 5%. STAMImputer generally achieves the
best performance, except in a few cases where it ranks sec-
ond in all experiments. Especially in urban travel benchmarks
our method demonstrates more significant advantages. Im-
puteFormer and SAITS show a strong perception of tempo-
ral attention. Although ImputeFormer has a corresponding
attention module in the spatial dimension, both methods are
weak for spatially more complex urban traffic or datasets with
longer temporal steps. SPIN focuses on spatial sparse graph
attention and has also shown competitiveness in complex ur-
ban traffic speed data imputation. In the case of data from the
urban traffic network with many nodes, such as DiDi-SZ, the
imputation error of SPIN is even better than that of Impute-
Former. Still, its spatio-temporal complexity is higher when
faced with complex road networks. Transformer with a clas-
sic self-attention model is ideal for completing point-missing

*The LATC method is invalid for training on SZ-Taxi, so its re-
sult is empty.



patterns but is relatively ineffective for blocking missing pat-
terns. Compared with the above deep learning models, the
statistical and optimization methods are less competitive in
imputation effect due to their limited capabilities.

‘ Point Missing ‘ Block

Scenarios ‘25% 10% 60% ‘ Missing
GWNet+Full \ 7.75

GWNet+Sparse 840 9.15 9.54 10.60
GWNet+STAMImputer 8.39 8.38 8.56 8.77

GWNet+STAMImputer+DGSL | 8.03 8.02 8.12 | 8.25

Table 3: Prediction results of Graph-Wavenent model(in terms of
MAE) on NYC-Taxi benchmark.

Downstream Task with Dynamic Graph

To verify the effectiveness of the DGSL layer results, we con-
duct additional experiments with a classic Graph-Wavenet
network [Wu et al., 2019] for downstream prediction tasks.
Table 3 shows the effects of the downstream prediction task
in multiple experimental scenarios on the NYC-Taxi bench-
mark. To verify the information gain of dynamic graphs com-
pared to static topologies, we disabled the fully adaptive ad-
jacency matrix in the Graph-Wavenet network. We perform
traffic prediction experiments under different random point
missing rates and block missing scenarios by comparing the
unmasked model learning results. Graph-Wavenet can cope
to a certain extent with its excellent spatio-temporal percep-
tion in lower random missing rates. Still, when the random
missing rate increases or blocks are missing, the prediction
performance is greatly disturbed. We test the improvement
effect of STAMImputer on the model in two steps: 1) adding
a pre-trained imputation model; 2) adding a pre-trained im-
putation model with its learnable dynamic graph module. As
shown in Table 3, our imputation model enhances the down-
stream prediction in failed sparse scenarios (i.e. high sparsity
or missing block).

5.2 Robustness Analysis

To evaluate the robustness of the model on highly sparse data,
we add imputation experiments with varying degrees of spar-
sity. The results are shown in Figure 2. Since the Transformer
is ineffective in blocking missing patterns, its performance
curve is not presented. In general, deep learning completion
models suffer performance degradation as sparsity increases.
Howeyver, it can be seen that the combination of attention ma-
trices and low-rank constraints in the STAMImputer and Im-
puteFormer models makes them more robust in the face of
high sparsity. In comparison, STAMImputer exhibits lower
imputation errors.

5.3 Ablation Study

We also perform ablation studies to verify the significance
of the STAMImputer framework designs. The imputation re-
sults of the ablation experiments are shown in Figure 3. We
first remove the external framework of MoE, in which case
we do not consider the macro-control of spatio-temporal at-
tention by observing experts. When we implement time-to-

—#— BRITS —#— Transformer —&— SAITS —v— ImputeFormer —&— STAMImputer
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Figure 2: Robustness analysis on NYC-Taxi benchmark.
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Figure 3: Ablation studies result on NYC-Taxi benchmark.

space sequential framework instead of MoE’s regulation of
spatio-temporal attention in the ablation study, the model’s
ability to perceive spatio-temporal associations decreases.
MoE plays a consistent role in the imputation task in both
missing patterns. Secondly, we compare attention expert net-
works with four variants: MSAT with MLP as a spatial ex-
pert, LiSGAT with MLP as a temporal expert, MSAT with K
neighbours GAT as a spatial expert and MSAT with full GAT
as a spatial expert. As shown in Figure 3, attention expert net-
works play the most critical role in STAMImputer, especially
in the block missing pattern, where the performance degen-
erates substantially after replacing LrSGAT with MLP. We
finally remove the wavelet variable from the initial input to
verify that the additional dimension added to the embedding
helps to extract valuable information for STAMImputer.

6 Conclusion

This paper proposes a traffic data imputation model that uses
MOoE as an external framework and schedules spatio-temporal
attention balance in real time. Specifically, we design a mix-
ture of expert frameworks with the LrSGAT spatial attention
sampling projection mechanism, which fully combines the
advantages of graph attention and low-rank decomposition
and uses spatial projection vectors to generate dynamic graph
structures. Experimental evaluations on different benchmarks
show that STAMImputer has advantages over the current
state-of-the-art models, and the generated dynamic graphs
can help downstream tasks cope with sparse data scenarios
and remain robust in different sparsity rates and missing sce-
narios. Therefore, we believe that the STAMImputer model
can effectively support imputation tasks and enhance down-
stream applications. In future work, we plan to incorporate
dynamic graphs with constraints to enhance the model’s re-
sponsiveness to traffic fluctuations.
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