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Research on recommender systems plays a crucial role in alleviating information overload amid the current proliferation of data
while diminishing user decision-making and transaction costs within intricate environments. The prevailing recommendation
models currently rely on graph-based methods, such as GCN, GAT, HGNN, etc., which are constrained by the sparsity of
training data and the underutilization of graph structures. In this work, we present EPRHSE, an Enhansed Pre-training
framework for Recommendation based on Hypergraph Structural Entropy, which encodes the topology of the recommender
system. We begin by designing two forms of pre-training tasks to capture the heterogeneous relationships among users or
items. These pre-training tasks build multiple auxiliary task hypergraphs, compensate for the sparse interactions between
users and items, and unveil latent information. Secondly, we introduce a new method for optimizing the hypergraph structure
entropy. The method involves converting the hyperedge information in the hypergraph to form a high-dimensional encoding
tree. Hypergraph structure entropy helps decode the essential structure of the recommendation bipartite graph and enables
hierarchical clustering of users or items. Thirdly, we propose a hypergraph pooling trainingmethodology incorporating pooling
and unpooling layers into the hypergraph convolutional network to amalgamate high-order information. By transferring
advanced community insights to primary users or items, the process of social diffusion is enhanced, consequently refining node
embedding quality. Compared with thirteen representative recommendation approaches on five real datasets, comprehensive
experiments demonstrate the advantages of the effectiveness of EPRHSE.
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1 INTRODUCTION
Information and communication technologies have intensified the impact of information overload. The prolifer-
ation of multiple platforms disseminating the same content overwhelms individuals with abundant available
information, making it challenging to utilize relevant information effectively [23, 38]. Due to a lack of control
over information, individuals are prone to being overwhelmed by the sheer volume of information, leading to
information fatigue, conflicts, stress, and anxiety, ultimately impacting productivity and innovation [37, 64, 74].
With the rapid advancement of e-commerce and social media, recommender systems are widely utilized in various
industries such as e-commerce websites [13, 49], audio-visual platforms [17], and social media enterprises [30, 82].
Recommender systems leverage historical data on user interests, behaviors (purchases, searches, clicks, views,
etc.), and item evaluations to recommend suitable products to users, filtering out essential information fragments.
The core of recommender systems lies in retrieving items from user interaction history and context and modeling
user interest preferences [47, 100]. Hence, researching recommender systems is of paramount importance in
alleviating issues related to information overload [1, 2, 6], information cocoons [16, 46], reducing transaction
costs for users when selecting products in complex big data environments, and enhancing the quality of user
decision-making [2, 15].

Effective and accurate recommendations require thoroughly understanding, modeling, and analyzing user-item
interaction data and user interests [24, 49, 89, 94]. Early methods rely on similarities between items or users,
such as content-based filtering [45, 52, 66, 68] and collaborative filtering [18, 26, 72, 122]. The fundamental
concept behind these methods is that individuals with similar preferences in the past are likely to have similar
choices in the future. Whether based on user similarity or item similarity, these methods are constrained
by simple low-dimensional features, e.g., rating information, attribute information, etc., as well as primary
classification or ranking algorithms [5, 20, 22], limiting their expressive power. While methods based on matrix
factorization [39, 61, 71] and logistic regression [65, 81, 92] have improved handling and generalization in
sparse data scenarios by learning latent feature vectors from social networks, these representative models are
ineffective in making recommendations when lacking user historical behavioral data. Graph neural network
models [14, 24, 101] capture intricate user-item topological structures to learn item attributes and optimize simple
collaborative filtering mechanisms. Although these models are considered sufficient, they require large amounts
of user-item historical interaction data, posing a risk to their generalization in the cold-start scenario [44, 94].
Therefore, pre-training is essential for recommender systems. Training on diverse datasets enables the model to
learn more general features, compensating for the limited data available for specific recommendation tasks.

Although Graph Neural Networks (GNNs) can capture node information and partial topological structure, they
rely on pairwise interactions and overlook complex higher-order relationships. Recent studies have incorporated
hypergraphs into recommender systems and developed hypergraph convolutional network-based models [43,
88, 106]. Additionally, since incorporating social information plays a crucial role in cold-start recommendation
scenarios, attention mechanisms are commonly employed to aggregate information from different graphs and
domains [8, 87, 120]. Consequently, the "pre-training + hypergraph + attention" paradigm has become a prominent
research focus, applied to various specific tasks such as sequential recommendation, point-of-interest (POI)
recommendation, and group recommendation. For instance, UPRTH [108] proposes a Unified Pre-training
framework for Recommendation via Task Hypergraphs. To establish a unified learning framework capable of
handling the diverse requirements and nuances of various pretext tasks, UPRTH incorporates task hypergraphs
to generalize pretext tasks as hyperedge prediction. A Transitional Attention layer (TA layer) is designed to
learn the relevance between each pretext task and recommendation discrimination. However, we argue that such
models still face the following challenges:

• In the context of hypergraph learning, current research has not fully leveraged the topological struc-
ture of hypergraphs, which is a critical factor for effective recommendations [89]. Existing studies further
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emphasize that the potential of hypergraphs in modeling higher-order user relationships remains underuti-
lized [114]. Prior work has also demonstrated that topological structure significantly influences information
retrieval, processing, and decision-making [59]. Consequently, effectively learning the topological structure
of hypergraphs remains a key research challenge.
• In the context of model architecture, simply employing hypergraph neural networks fails to capture
global dependency relationships adequately. First, hypergraph convolutional networks (HGCNs) rely
excessively on local high-order neighborhood structures, limiting their ability to model social influence
diffusion processes across the global network [98]. Second, both indirect social connections and historical
user-item interactions play significant roles in identifying user preference groups [55]. Therefore, capturing
the dependency relationships between direct neighbors and learning the group representations from the
global network [29] for target users or items is crucial.
• The complexity and abstraction introduced by information integration remain a persistent challenge.
Most existing models following the “pre-training + hypergraph + attention” paradigm rely on attention
mechanisms or similar strategies to integrate heterogeneous types of social information. However, this
integration process is inherently built upon diverse GCN architectures, which introduces excessive com-
plexity and abstraction, thereby undermining model interpretability. Taking UPRTH as an example, it
employs an attention mechanism to fuse auxiliary-task embeddings into the hyperedge embeddings of the
primary-task hypergraph. Yet, this integration is intrinsically subjective, since the hyperedge embeddings
in the item graph are not semantically equivalent to the user embeddings derived from auxiliary tasks.
Specifically, while hyperedge embeddings encode shared co-purchasing patterns among items, they fail to
comprehensively capture user-specific attributes.

In this work, we propose EPRHSE, a novel Enhanced Pre-training framework for Recommendation based
on Hypergraph Structural Entropy. Our framework systematically addresses three key challenges through
innovative hypergraph learning techniques and architectural advancements. The proposed approach strategi-
cally incorporates auxiliary social information structures to enhance representation learning while avoiding
non-interpretable cross-hypergraph information fusion. The framework operates through three main compo-
nents. First, we design dual pre-training tasks that model users (items) as nodes and social commonalities as
hyperedges, constructing multiple auxiliary task hypergraphs. This design effectively captures heterogeneous
relationships among users (items), uncovers latent user/item information through auxiliary task constraints, and
alleviates interaction sparsity issues. Second, building upon structural information theory [48], we develop a
novel hypergraph structural entropy optimization method that generalizes homogeneous structural entropy to
hypergraphs. This involves constructing and optimizing high-dimensional encoding trees to establish hierarchical
node clusters, thereby improving information structure comprehension. Hierarchical partitioning helps capture
both global and local dependencies, allowing our model to generate more informative user and item embed-
dings by reflecting group-level patterns while preserving individual-specific information. Third, we augment
the conventional HGCN encoder with hypergraph pooling and unpooling layers. While the original encoder
captures direct dependencies from primary and auxiliary task hypergraphs, these new layers extract global
community representations from the encoding tree. Specifically, the pooling layer aggregates low-level node
representations into high-level community representations, which are then propagated back through unpooling to
refine individual node embeddings. This dual mechanism significantly enhances the modeling of social diffusion
processes. This enhanced structured pre-training framework sufficiently leverages auxiliary social information to
constrain representation learning while simultaneously reducing both model complexity and interpretability
issues arising from multi-level hypergraph fusion.
We conduct extensive experiments on five datasets, Steam, XMrec-CN, XMrec-MX, XMrec-AU, and XMrec-

BR, to demonstrate the effectiveness of EPRHSE. First, the overall experimental results indicate that EPRHSE
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demonstrates superior overall performance compared to ten baseline models. Second, a series of ablation studies
are conducted to analyze the rationale and effectiveness of the hypergraph pooling layer and the exclusion of
hypergraph representation fusion (i.e., the TA layer) in EPRHSE. Thirdly, hyperparameter experiments analyze
the sensitivity and selection of four parameters in EPRHSE on different datasets. Then, the experiment in the cold-
start scenario further illustrates the high performance and stability of EPRHSE. Finally, we conduct computational
efficiency analysis by comparing the time consumption and training curves of EPRHSE with baseline methods.
The codes for all baseline models and EPRHSE, along with all datasets, are publicly accessible on GitHub1.

The main contributions of this work are summarized as follows:
• A new Enhanced Pre-training framework for Recommendation based on Hypergraph Structural Entropy is
proposed with high effectiveness and encodes the topology of recommender systems.
• A new hypergraph structure entropy optimization method is proposed to achieve hierarchical community
division of users and items by transferring edge information from the node-hyperedge bipartite graph to
the node adjacency matrix.
• A new global information aggregation method is developed, which improves the HGCN model architecture
through hypergraph pooling and unpooling layers to learn better node representations.
• A novel design omitting the hypergraph fusion paradigm (like the TA layer used in UPRTH) is demonstrated
to preserve recommendation accuracy while reducing model complexity and improving interpretability.
• A series of comparative analysis experiments show that EPRHSE achieves higher recommendation quality
and strong stability even in the cold-start scenario.

The structure of this paper is as follows. Section 2 outlines the background and preliminaries of our work. In
Section 3, we describe the technical details of the proposed framework, named EPRHSE. Section 4 presents the
experimental setup, and Section 5 discusses the experiment’s results. Section 6 provides an overview of related
works. Finally, we conclude the paper in Section 7.

2 PRELIMINARY
In this section, we first provide the fundamental definition and concepts of the recommendation task (Sub-
section 2.1). Next, we elaborate on the hypergraph encoder’s structure and information aggregation methods
(Subsection 2.2). Then, we introduce the application of structural information theory in the recommendation
framework and elaborate on the basic concepts of structural entropy (Subsection 2.3). Finally, we deliver a detailed
description of the hypergraph fusion mechanism (TA layer), which will be added to EPRHSE in ablation studies
for discussion (Subsection 2.4). The comprehensive list of the primary symbols used throughout this paper is
presented in Table 1.

2.1 Recommendation Task
The recommendation task aims to determine the optimal ranking of items for each user based on the given
user-item interaction information. This information includes two separate sets of nodes ( a user set 𝑈 and an
item set 𝐼 ) and user-item interactive edges 𝐸𝑢,𝑖 . Therefore, the graph representing user-item interactions can
be 𝐺 = (𝑈 , 𝐸𝑢,𝑖 , 𝐼 ). In a personalized recommendation task 𝑇𝑟𝑒𝑐 for a user, the goal is to predict a list of items
{𝑖1, 𝑖2, ..., 𝑖𝑚} in graph 𝐺 that the user has not yet interacted with. The higher the ranking, the more likely the
user will interact with those items.

2.2 Hypergraph Encoder
The hypergraph is composed of a node setV and a hyperedge set Eℎ𝑦𝑝𝑒𝑟 , represented asH = (V, Eℎ𝑦𝑝𝑒𝑟 ). Unlike
a regular graph, its hyperedges can connect multiple nodes, indicating the relevance among a group of nodes
1https://github.com/SELGroup/EPRHSE
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Table 1. Forms and interpretations of notations.

Symbol Definition

𝐺 ; G;H User-item interaction graph; Homogeneous graph; Hypergraph.
𝐸𝑢,𝑖 ;𝑈 ; 𝐼 ;V User-item interaction edge set; User set; Item set; Node set.

𝐶1; 𝐶2 Preliminary community set; Final community set.
Eℎ𝑦𝑝𝑒𝑟 ; E Hyperedge set; Homogeneous edge set.
D𝑟𝑒𝑐 Set of user-item interaction pairs in the training data.

𝐴𝐺 ; 𝐴H Bipartite graph matrix; Hypergraph adjacent matrix.
𝑖; 𝑢; 𝑣 ; 𝑒; 𝑐 Item; User; Node; Hyperedge; Community.

𝐷𝑒 ; 𝐵𝑣 Degree matrix of hyperedges; Degree matrix of nodes.
Eu; Ei Representations of users; Representations of items.
Ev; Ee Representations of nodes, Representations of hyperedges.

Ec Representations of communities.
𝑆1; 𝑆2 Community division matrix for layer 1; Community division matrix for layer 2.
𝑑 ; 𝑑𝑚𝑒 Embedding size; The degree of the m-th hyperedge.

𝑇𝑟𝑒𝑐 ; 𝑇𝑎 Recommendation task; Auxiliary task.
𝑤𝑡 Attention diagonal matrix for the t-th auxiliary task 𝑇𝑎𝑡 .
𝛾1 The fusion hyperparameter between the main and auxiliary tasks.
𝛾2 The fusion hyperparameter between the original and auxiliary task fusion embedding.

𝛽ℎ𝑝𝑢 The weight hyperparameter of the previous embedding in hypergraph unpooling.
𝜆𝑟𝑒𝑐 The hyperparameter to balance the losses between recommendation and auxiliary tasks.
𝜆Θ The hyperparameter for regularization.
T ; 𝜆 Encoding tree; The root node of the encoding tree.
T𝑚𝑔 Encoding tree after Merging operator.
𝛼 ; 𝑇𝛼 Node on encoding tree; Label of encoding tree node 𝛼 .
𝛼𝑖 ; 𝛼− 𝑖-th child node of encoding tree node 𝛼 ; Parent of encoding tree node 𝛼 .
𝑑𝑖 ; 𝑔𝛼 Degree of node 𝑣𝑖 ; Number of cutting edges of encoding tree node 𝛼 .

𝑣𝑜𝑙 (G); 𝑣𝑜𝑙 (𝛼) Volume of Graph G; Volume of encoding tree node 𝛼 .
𝐻 T (G) The structural entropy of G under encoding tree T .

𝐻 T (H ;𝛼) The structural entropy of subtree 𝛼 in hypergraphH under encoding tree T .
𝐻𝑘 (G) The 𝑘-dimensional structure entropy.

Δ
𝑀𝑔

H Difference of Structural entropy after merging.
T𝑚𝑔 (𝛼, 𝛽) Merging operator between node 𝛼 and node 𝛽 .

𝑄 Maximum number of pairs in merge operator.
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Fig. 1. An illustration of a hypergraph, bipartite matrix, and HGCN.

rather than just a pairwise relationship. Typically, the relationship between nodes and hyperedges in a hypergraph
is characterized using a bipartite graph matrix 𝐴𝐺 , specifically denoted as 𝐴𝐺 = (𝑎𝑖, 𝑗 ) ∈ {0, 1} |V |× | Eℎ𝑦𝑝𝑒𝑟 | , where
𝑎𝑖, 𝑗 indicates whether node 𝑣𝑖 and hyperedge 𝑒 𝑗 are connected. Hypergraph neural networks have been proposed
for representation learning in hypergraph data. For each node in the hypergraph, the Hypergraph Convolutional
Neural Network (HGCN) encoder iteratively updates its representation by combining information from its
adjacent hyperedges. In contrast, the information from hyperedges is represented by combining information from
adjacent nodes. This way, information is transferred through hyperedges to learn representations incorporating
information from one-hop neighboring nodes, which can be propagated by stacking multiple encoders. The
hypergraph encoder used in our model can be represented as:

El+1v = (De)−1 · AG · Ele = (De)−1 · AG · (Bv)−1 · AG
⊺ · Elv, (1)

where Elv and El+1v are the input and output embedding representations of the node set in a hypergraph encoder.
𝐴𝐺 is the bipartite graph matrix of nodes and hyperedges,𝐷𝑒 is the degree matrix of hyperedges, and Ele represents
the embedding representations of the set of hyperedges in the current iteration. Through dot product operations,
the embedding representation of the node set is updated as the weighted sum of the embedding representations
of its adjacent hyperedges. The more nodes a hyperedge is connected to, the smaller the influence on each
node. Furthermore, the embedding representation of the set of hyperedges Ele can be obtained through the
operation (𝐵𝑣)−1 · 𝐴𝐺⊺ · Elv,, where 𝐵𝑣 is the degree matrix of nodes in the hypergraph. Similarly, through dot
product operations, the embedding representation of the set of hyperedges is updated as the weighted sum of the
embedding representations of its connected nodes. The more hyperedges a node is connected to, the smaller the
influence on each hyperedge.

2.3 Structural Information Theory
Structural information theory [48] is originally proposed for measuring the structural information contained
within a graph. Specifically, this theory aims to calculate the structural entropy of the homogeneous graph
G = (V, E), which reflects its uncertainty when undergoing hierarchical division. In our work, the hierarchical
partitions are represented by a tree structure known as the encoding tree. We introduce encoding trees and
𝑘-dimensional structural entropy in undirected graphs below.

Encoding tree. An encoding tree of a graph G is defined as a rooted tree T with the following properties:
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(1) For each node 𝛼 in the encoding tree T , there is a subset 𝑇𝛼 ∈ V of vertices in the graph G corresponding
to it.

(2) For the root node 𝜆 in the encoding tree, 𝑇𝜆 = V .
(3) The children of node 𝛼 are denoted as 𝛼𝑖 and sorted from left to right as 𝑖 increases. The parent node of 𝛼𝑖

is denoted as 𝛼−𝑖 = 𝛼 .
(4) If node 𝛼 has 𝐿 children, then the vertex subset 𝑇𝛼𝑖 of child nodes is mutually exclusive, and 𝑇𝛼 = ∪𝑇𝛼𝑖 .
(5) Each leaf node 𝑣 in the tree, 𝑣 corresponds to a single vertex in the vertex setV in the graph G.
The 𝑘-dimensional encoding tree has a height of 𝑘 (the height of the root node is 0). Intuitively, the encoding

tree embodies the hierarchical community division of graph vertices; the parent node is a large community, and
the child nodes are small communities in the large community.

Structure entropy. The structural information of the homogeneous graph G determined by the encoding tree
T is defined as:

𝐻 T (G) = −
∑︁

𝛼∈T,𝛼≠𝜆

𝑔𝛼

𝑣𝑜𝑙 (G) 𝑙𝑜𝑔
𝑣𝑜𝑙 (𝛼)
𝑣𝑜𝑙 (𝛼−) , (2)

where 𝑣𝑜𝑙 (G) is the sum of the degrees of all vertices in the graph G. 𝑣𝑜𝑙 (𝛼) is the volume of 𝑇𝛼 and is the sum
of the degrees of all vertices in the vertex subset 𝑇𝛼 . 𝑔𝛼 is the sum of weights of all edges from vertex subset 𝑇𝛼
to vertex subsetV/𝑇𝛼 , which can be understood as the total weight of the edges from the vertices outside the
vertex subset 𝑇𝛼 to the vertices inside the vertex 𝑇𝛼 , or the total weight of the cut edges.

𝑔𝛼
𝑣𝑜𝑙 (G) represents the

probability that the random walk enters 𝑇𝛼 . The structural entropy 𝐻 (G) of graph G is the minimum 𝐻 T (G).
Let T𝑘 be encoding trees whose height is not greater than 𝑘 , then the 𝑘-dimensional structural entropy of G is
defined as follows:

𝐻𝑘 (G) =𝑚𝑖𝑛(𝐻 T𝑘 (G)). (3)
Furthermore, one-dimensional structural entropy is special as there are only root nodes and leaf nodes in
the encoding tree of one layer. All the vertices in the graph G belong to a large community 𝜆 under the one-
dimensional encoding tree, which is unique in terms of community division so that the one-dimensional structural
entropy can be directly expressed as:

𝐻1 (G) = −
𝑛∑︁
𝑖=1

𝑑𝑖

𝑣𝑜𝑙 (G) 𝑙𝑜𝑔
𝑑𝑖

𝑣𝑜𝑙 (G) , (4)

where 𝑑𝑖 is the sum of weights of all edges connected to vertex 𝑣𝑖 in graph G and is called the degree of vertex 𝑣𝑖 .
One-dimensional structural entropy measures the uncertainty of graph G without layering.

2.4 Hypergraph Fusion Mechanism (TA layer)
In this section, we introduce a hypergraph fusion mechanism, analogous to the TA layer in UPRTH [108], not as a
component of our proposed model but as a variant employed for comparative analysis in subsequent discussions
and experiments. This approach posits that, during the fusion process, each auxiliary task exerts varying levels of
influence on the recommendation gains; hence, it is designed to adaptively learn the degree of correlation between
auxiliary tasks and the main task. This transitional layer allocates appropriate attention to each auxiliary task,
enabling the fusion of embeddings learned from auxiliary tasks into the embeddings of the main task via a single
round of HGCN, thus facilitating effective knowledge transfer. To illustrate, taking the main task hypergraph
"items bought by the same user" as an example, we represent the item node embeddings learned from the primary
task as Ei. As depicted in Figure 2, through the aggregation of node representations in HGCN, the initial hyperedge
embeddings can be denoted as Ee. Since in this main task hypergraph, hyperedges represent bought by the same
user, Ee is equivalent to the commonality of the initial embeddings representing user purchases. Subsequently,
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Fig. 2. An illustration of TA layer.

we compute the attention between the user features Ejobu (Eageu ) learned from the auxiliary task and the initial
hyperedge embeddings Ee, generating auxiliary task hyperedge embeddings. Take 𝐸 𝑗𝑜𝑏𝑢 as an example:

𝑤2 = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (
𝑑𝑖𝑎𝑔(Ejobu · (Ee)⊺)√

𝑑
), Eae = w1E

age
u +w2E

job
u , (5)

where Eae represents the embedding of auxiliary task hyperedges, which is obtained by weighting the attention
of user features from all the auxiliary tasks. Ejobu denotes the user features from the auxiliary task "users with
same jobs", and Eageu denotes the user features from the auxiliary task "users with same ages". 𝑑 signifies the
feature dimension.𝑤1 and𝑤2 are attention diagonal matrixes, representing the attention allocated to the user for
each auxiliary task. Subsequently, the initial hyperedge embedding is fused with the auxiliary task hyperedge
embedding through addition:

Ee
′
= Ee + 𝛾1Eae = Ee + 𝛾1 (w1E

age
u +w2E

job
u ), (6)

where Ee
′ denotes the fused hyperedge embedding, and 𝛾1 represents the fusion hyperparameter. Finally, we

update the item embeddings to E
′
i by aggregating hyperedge embeddings in HGCN and fuse it into the original

item embedding Ei with fusion hyperparameter 𝛾2:

Ei = Ei + 𝛾2E
′
i . (7)

The TA layer includes two hyperparameters, 𝛾1 and 𝛾2, which control the weights in the two-step embedding
fusion process, one for hyperedges and one for nodes.

3 THE PROPOSED MODEL
This section will introduce the main component of the recommender framework EPRHSE. This new work aims to
learn better representations of fused structures to enhance recommender systems. As shown in Figure 3, EPRHSE
consists of three key modules: pre-training process, hypergraph structural entropy module, and hypergraph
pooling module. Specifically, the pre-training process (Section 3.1) defines two types of auxiliary tasks. It outlines
the model’s entire pre-training and recommendation process, utilizing an optimized HGCN layer to learn
item or user node embeddings in different hypergraphs. Then, the hypergraph structural entropy module and
the hypergraph pooling module collectively elaborate on how HGCN is optimized from the perspectives of
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hypergraph structural learning and global information capture. This is the first work to extend the structural
information theory to hypergraph, referred to as hypergraph structural entropy (Section 3.2). The node-hyperedge
bipartite graph is converted into an adjacency matrix of nodes, and the hypergraph structural entropy is designed
by transferring hyperedge information. Subsequently, the optimal high-dimensional community division is
formed under the guidance of the principle of structural entropy minimization. The Hypergraph pooling module
(Section 3.3) adds two pooling layers and two unpooling layers after the Hypergraph encoder HGCN, respectively.
The group features are integrated into node embeddings for recommendation by aggregating and transferring
community embeddings. Finally, all modules are integrated to optimize the recommendation task (Section 3.4),
and the time complexity of the model was analyzed in detail (Section 3.5).
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Fig. 3. The overall framework of EPRHSE.
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3.1 Pre-training Process
This subsection will introduce the step-by-step methodology of the entire pre-training process. Pre-training aims
to acquire prior knowledge from auxiliary and main tasks and build better user/item embeddings for downstream
recommendation models. Throughout the pre-training process, we learn two embedding matrices, Ei and Eu,
where rows denote the representations of items and users.

Hypergraph construction. We begin by constructing a hypergraph for each auxiliary task to unify the
handling of various auxiliary tasks. These tasks may involve specific attributes, such as age, occupation, price,
category, etc., about users and items and may also include relationships, such as substitutes and complements.
Using users’ age attributes as an example, we represent users as nodes in the hypergraph, connecting groups of
users within the same age bracket with hyperedges. This step yields the hypergraph illustrated in the upper part
of Figure 3.a, denoted as "users same age". Similarly, we can also construct auxiliary task hypergraphs, such as
"items with the same category, "items with the same rate, "items bought together," "items compared together," and
"users with the same job. More details of auxiliary tasks for different datasets are presented in Table 2. Then, two
other hypergraphs are constructed for the main task, with nodes representing users and items separately with
direct item-user interactions, denoted as "users buying same item" and "items bought by same user", as shown in
the lower part of Figure 3.a.
Hypergraph learning. All auxiliary task hypergraphs and the main task hypergraphs are fed into the

optimized HGCN layer for training, producing the corresponding representations for item and user nodes. For
instance, Ei denotes the embeddings of item nodes in the main task hypergraph "items bought by same user", Eu
denotes the embeddings of user nodes in the main task hypergraph "users buying same item", Ecatei represents
the embeddings of item nodes in the auxiliary hypergraph for "items with same category," and Eageu represents
the embeddings of user nodes in the auxiliary hypergraph for "users with same age". The optimized HGCN
incorporates the learning of hypergraph topology (as discussed in Subsection 3.2) and captures global relationships
(as discussed in Subsection 3.3), enhancements to the initial HGCN, which will be elaborated upon in subsequent
chapters.

Pre-training loss and recommendation. The representations above are utilized as optimization objectives
during pre-training, with individual losses computed for each. The losses from auxiliary tasks are aggregated
to form the auxiliary loss L𝑎 , while those from main tasks are combined to derive the recommendation loss
L𝑟𝑒𝑐 . The final pre-training loss is obtained by applying a weighted combination of these two components. The
recommendation sequence is generated during the recommendation phase by comparing the two main task
representations, Ei and Eu. The detailed calculation of the loss function will be introduced in Subsection 3.4.

3.2 Hypergraph Structural Entropy
Structural information theory shows stronger adaptability in learning graph structure and clustering. However,
this method is limited to simple homogeneous graphs and multi-relational graphs. To solve the challenges
of constructing encoding trees and dividing communities on hypergraphs, we first transform the hyperedge
information in the hypergraph’s bipartite graph matrix to build the node adjacency matrix. Then, we construct
the optimal encoding tree for the hypergraph to partition the node community effectively.
Hypergraph structural entropy. The definition of traditional structural entropy is given in Section 2.3.

After constructing the main and auxiliary task hypergraphs, our objective is to classify users/items with close
connections into the same community using structural information theory. Structural information theory de-
termines structural uncertainty based on random walks of nodes in the graph through connected edges. Since
a hyperedge in a hypergraph can connect multiple nodes, it expresses the relationship between groups rather
than one-to-one relationships. This is the most significant difference between hypergraphs and homogeneous
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graphs/multi-relationship graphs. Therefore, the key to generalizing the structural entropy concept to a hy-
pergraph is to transform the group relationships (i.e., hyperedges) in the hypergraph into abstract one-to-one
relationships between nodes (i.e., node adjacency matrix) while preserving the hypergraph’s characteristics.
We perform the following operations on the bipartite graph matrix 𝐴𝐺 of the hypergraph to obtain the node
adjacency matrix 𝐴H :

𝐴H = 𝐴𝐺 · (𝐷𝑒 )−1 · 𝐴𝐺⊺ = (
| Eℎ𝑦𝑝𝑒𝑟 |∑︁
𝑚=1

𝑎𝑖,𝑚 · 𝑎 𝑗,𝑚 ·
1

𝑙𝑜𝑔2𝑑
𝑚
𝑒

), (8)

where 𝐷𝑒 represents the hyperedge degree matrix, the same as Eq. 1. 𝑑𝑚𝑒 represents the degree of the m-th
hyperedge. And 𝑎𝑖,𝑚 represents whether there is a connection relationship between node 𝑣𝑖 and hyperedge 𝑒𝑚 ,
which is the same as in Section 2.2. The above formula assigns a value to the adjacency relationship of nodes by
calculating the weighted sum of the hyperedges shared between two nodes. The function of (𝐷𝑒 )−1 is to amplify
the influence of hyperedges with fewer connected nodes.
After obtaining the adjacency matrix of the hypergraph node, the hypergraph structure entropy can be

calculated through Eq. 2- 4. Specifically, the degrees of all nodes are represented by the corresponding row sums
of the adjacency matrix:

(𝑑1, 𝑑2, ..., 𝑑𝑁 )⊺ = (𝐴H − 𝑑𝑖𝑎𝑔(𝐴H)) · 1|V| , (9)

where 𝑑𝑖𝑎𝑔(·) represents taking the diagonal elements of the matrix, |V| is the num of nodes in the hypergraph
H , and 1|V| is a column vector of length |V| that is all 1, i.e. (1, 1, ..., 1)⊺ . In the calculation process of the above
formula, the adjacent items from the node itself to itself are removed.
Optimized encoding tree.We construct the optimal three-dimensional encoding tree by constructing the

optimal two-dimensional encoding tree twice. After forming the optimal two-dimensional encoding tree, we
use these community nodes as hypergraph nodes to construct a two-dimensional encoding tree again. The
construction process of the two-dimensional encoding tree is as follows. The initial one-dimensional encoding
tree represents the simplest two-level structure, where the leaf nodes in the graph are directly connected to the
root node. The Merge operator combines the nodes, and a greedy search strategy is employed to construct an
optimal encoding tree. The Merge operator combines two subtrees under the same parent node, resulting in a
single subtree. This is visualized in the graph as the merging of two small communities. In the optimal encoding
tree, the graph structure exhibits minimal uncertainty, and the nodes achieve a balanced and stable state, leading
to the optimal partitioning of nodes. Recording T𝑚𝑔 (𝛼, 𝛽) as the encoding tree after T runs 𝑀𝑔(T ;𝛼, 𝛽), the
difference in structural entropy of the graph Gℎ𝑦𝑝𝑒𝑟 determined by the two encoding trees T𝑚𝑔 (𝛼, 𝛽) and T is:

Δ
𝑀𝑔

H (𝑇 ;𝛼, 𝛽) = 𝐻
T𝑚𝑔 (𝛼,𝛽 ) (H ;𝛼) +

∑︁
𝛿−=𝛼

𝐻 T𝑚𝑔 (𝛼,𝛽 ) (H ;𝛿)) − 𝐻 T (H ;𝛼) − 𝐻 T (H ; 𝛽) −
∑︁

𝛿−=𝛼 𝑜𝑟 𝛿−=𝛽

𝐻 T (H ;𝛿), (10)

where 𝐻 T (H ;𝛼) is the structural information of subtree 𝛼 , 𝐻 T (H ; 𝛽) is the structural information of subtree 𝛽 ,
𝐻 T (H ;𝛿) is the structural information of 𝛼 ’s and 𝛽’s subtree 𝛿 ; 𝐻 T𝑚𝑔 (𝛼,𝛽 ) (H ;𝛼) is the structural information of
subtree 𝛼 after merging subtree 𝛽 into 𝛼 ; Similarly, 𝐻 T𝑚𝑔 (𝛼,𝛽 ) (H ;𝛿) is the structure information of the subtree
𝛿 after merging subtree 𝛽 into 𝛼 . Eq. 10 calculates the change in the related subtree structure entropy before
and after running the Merge operator on nodes 𝛼 and 𝛽 . If Δ𝑀𝑔H (𝑇 ;𝛼, 𝛽) ≤ 0, then the Merging operator runs
successfully, denoted as𝑀𝑔(T ;𝛼, 𝛽) ↓.
The initial one-dimensional encoding tree implies that each node 𝑣𝑖 forms an independent community. Next,

we calculate the difference in structural entropy before and after executing the Merge operator on any two nodes
and select no more than the maximum number of pairs, denoted as 𝑄 , from the pairs of nodes whose structural
entropy is reduced the most to run the Merge operator. Continue this process until no pair of nodes is found that
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Algorithm 1: Optimized 3-dimensional Encoding Tree on Hypergraph.
Input: bipartite graph matrix of the hypergraph: 𝐴𝐺 ; hyperparameter for parallel Merge Operators: 𝑝 .
Output: Three-dimensional community division: 𝑆1 and 𝑆2.

1 calculate 𝐴H with 𝐴𝐺 via Eq. 8;
2 𝑛𝑐𝑢𝑟 ← 𝑙𝑒𝑛(𝐴H), 𝑆1 ← the initial division;
3 Initial 𝐿𝑒𝑑𝑔𝑒 with node pairs in 𝐴H , 𝑓 𝑙𝑎𝑔𝑚 ← 𝐹𝑎𝑙𝑠𝑒;
4 while not 𝑓 𝑙𝑎𝑔𝑚 do
5 𝑄 ← 𝑐𝑒𝑖𝑙 ((𝑛𝑐𝑢𝑟 − 1) ∗ 𝑝) via Eq. 11;
6 for (𝑢, 𝑣) in 𝐿𝑒𝑑𝑔𝑒 do
7 𝑑𝐻 (𝑢, 𝑣) ← Δ

𝑀𝑔

H (𝑇 ;𝑢, 𝑣) via Eq. 10;
8 // Node pairs that can be merged

9 𝐿𝑜𝑝 ← (𝑢, 𝑣) with 𝑑𝐻 (𝑢, 𝑣) > 𝑚𝑒𝑑𝑖𝑎𝑛(𝑑𝐻 > 0);
10 if 𝑙𝑒𝑛(𝐿𝑜𝑝 ) > 𝑄 then
11 𝐿𝑜𝑝 ← (𝑢, 𝑣) with top 𝑄 𝑑𝐻 ;
12 if 𝑙𝑒𝑛(𝐿𝑜𝑝 ) = 0 then
13 𝑓 𝑙𝑎𝑔𝑚 ← 𝑇𝑟𝑢𝑒;
14 // Update the number of communities

15 𝑛𝑐𝑢𝑟 ← 𝑛𝑐𝑢𝑟 − 𝑙𝑒𝑛(𝐿𝑜𝑝 );
16 // Running Merge Operator on node pairs in 𝐿𝑜𝑝

17 update 𝐿𝑒𝑑𝑔𝑒 and 𝑆1;
18 calculate 𝐴𝐺 ← 𝑆1

⊺ · 𝐴𝐺 via Eq. 12; repeat Line 1-14;

allows the Merge operator to execute successfully. The value of 𝑄 for each iteration is determined as follows:

𝑄 = 𝑐𝑒𝑖𝑙 ((𝑛𝑐𝑢𝑟 − 1) × 𝑝), (11)

where 𝑛𝑐𝑢𝑟 represents the current number of communities/nodes, and 𝑝 is a hyperparameter between 0 and 1 that
controls the speed of parallel operations for the Merge operator. The operator 𝑐𝑒𝑖𝑙 is a mathematical function that
rounds a given number up to the nearest integer. The final community division can be expressed mathematically
as 𝑆1. Therefore, by treating the community set as a new set of nodes, we can obtain the bipartite graph matrix
𝐴′
𝐺
of the community hypergraph:

𝐴′𝐺 = 𝑆1
⊺ · 𝐴𝐺 , 𝑆1 = (𝑠𝑖, 𝑗 ) ∈ {0, 1} |V |× |𝐶1 | , (12)

where 𝐶1 is the preliminary community set, 𝑠𝑖, 𝑗 indicates whether node 𝑣𝑖 belongs to community 𝑐 𝑗1, and 𝐴𝐺
is the bipartite graph matrix of the initial hypergraph. The 𝐴′

𝐺
obtained in this way represents the connection

relationship of the hyperedges between communities, and there will be self-loops. As outlined in Algo. 1, by
repeating the calculation of Eq. 8- 10 and the above two-dimensional encoding tree construction algorithm, the
final community set 𝐶2 with a higher-level community division 𝑆2 can be obtained. The construction of the
three-dimensional optimal encoding tree and the corresponding community division is completed at this point.

3.3 Hypergraph Pooling
The three-dimensional encoding tree successfully learns the topological structure of the hypergraph, dividing
nodes into two hierarchical communities. Building upon this foundation, this subsection introduces a method for
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capturing node group characteristics. We introduce pooling and unpooling layers after the hypergraph encoder
to enhance the diffusion process of node information.

Pooling and unpooling. The pooling operation aggregates information embedded at low-level nodes to form
representations of high-level communities. In contrast, the unpooling operation, conversely, propagates the ob-
tained representations of high-level communities back to low-level nodes. These operations can be mathematically
expressed as:

Ec = 𝑆⊺ · Ev, (13)
Ev = 𝑆 · Ec. (14)

Eq. 13 is the pooling operation, and Eq. 14 is the unpooling operation, where 𝑆 is the community division matrix,
which is the same as in Subsection 3.2. Ec and Ev are the embedding representations of community sets and node
sets, respectively.

Encoder-decoder for hypergraph pooling. In the hypergraph pooling encoder (HP), two upward abstraction
modules are employed, each composed of an HGCN layer and a pooling layer. In the hypergraph unpooling
decoder(HPU), two downward feedback modules are utilized, each consisting of an unpooling layer and an
HGCN layer. Another HGCN layer is also inserted between the encoder and decoder to facilitate the diffusion of
information of the highest-level communities. To simultaneously capture global community representations and
direct neighbor dependencies, the HGCN layer in the decoder does not directly utilize the output of the unpooling
layer. Instead, it combines the representations from the HGCN layer output in the corresponding encoder and
the unpooling layer output through weighting. This encoder-decoder skip-connection operation enables the
embedding of upper-level community information into the embeddings of lower-level nodes. Otherwise, each
bottom-level node will ultimately receive feedback that only differs slightly in terms of community embedding.
The detailed process of hypergraph pooling is depicted in Algo. 2

Specifically, as illustrated in Figure 3, for the initial hypergraph H0, we first randomize a |V| × 𝑑 node
embedding matrix E0v. Then, after one round of information propagation through the HGCN layer, we obtain
an embedding matrix E1v of the same size. Subsequently, based on the community division matrix 𝑆1 on the
encoding tree in Subsection 3.2, we perform embedding pooling to abstract upwards and obtain a preliminary
community embeddingmatrix E2v of size |C1 |×𝑑 . The updated hypergraph after node aggregation is the community
hypergraph H1. After the second round of HGCN information propagation, we obtain an embedding matrix
E3v of size |𝐶1 | × 𝑑 . Next, based on the community division matrix 𝑆2 in Subsection 3.2, we perform preliminary
community pooling to abstract upwards and obtain the final community embedding matrix E4v of size |𝐶2 | × 𝑑 . At
this point, the work of the encoder is complete. The updated hypergraph after preliminary community aggregation
is the final community hypergraphH2, and after one round of HGCN information propagation, we obtain an
embedding matrix E5v of size |𝐶2 | ×𝑑 . Then, start the work of the decoder. Firstly, based on the community division
matrix 𝑆2, the final community unpooling is performed to provide the preliminary community embedding matrix
E6v of size |𝐶1 | × 𝑑 . Subsequently, E6v is weighted with the preliminary community embedding matrix 𝛽ℎ𝑝𝑢E3v
at the corresponding level in the encoder, input into the HGCN layer, and after one round of propagation, an
embedding matrix E7v of size |𝐶1 | ×𝑑 is obtained. Next, based on the community division matrix 𝑆1, the preliminary
community unpooling is carried out to provide a node embedding matrix E8v of size |𝑉 | ×𝑑 . Finally, E8v is weighted
with the node embedding matrix 𝛽ℎ𝑝𝑢E1v in the encoder and passed into the HGCN layer to obtain the final node
embedding matrix E9v of size |V| × 𝑑 . Essentially, the pooling and unpooling processes described above aim to
obtain upper-level community embeddings E8v of nodes. For the original hypergraphH0, this is equivalent to
performing two rounds of hypergraph encoding: 1) The initial node embeddings E0v, following a round of HGCN
propagation, yield new node embeddings E1v with direct neighbor dependencies; 2) the new node embeddings E1v
are weighted with the corresponding upper-level community embeddings E8v. After the second round of HGCN
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Algorithm 2: Hypergraph Pooling and Unpooling via 3-dimensional Encoding Tree.
Input: community divisions: 𝑆1 and 𝑆2; bipartite graph matrix of initial hypergraph: 𝐴0

G ; initial node
embedding: E0v, the weight of the previous embedding in HPU: 𝛽ℎ𝑝𝑢 .

Output: final node embedding: E9v.
1 calculate 𝐴1

G with 𝑆1 and 𝐴0
G via Eq. 12;

2 calculate 𝐴2
G with 𝑆2 and 𝐴1

G via Eq. 12;
3 initial 𝐿𝐸 ← 𝑒𝑚𝑝𝑡𝑦;
4 for 𝑖 = 0, 1 do
5 // HGCN

6 calculate E2∗i+1v with 𝐴𝑖G and E2∗iv via Eq. 1;
7 𝐿𝐸 append E2∗i+1v ;
8 // HP

9 calculate E2∗i+2v with 𝑆𝑖+1 and E2∗i+1v via Eq. 13;
10 for 𝑖 = 2, 1 do
11 // HGCN

12 calculate E9−2∗iv with 𝐴𝑖G and E8−2∗iv via Eq. 1;
13 // HPU

14 calculate E10−2∗iv with 𝑆𝑖 and E9−2∗iv via Eq. 14;
15 E10−2∗iv ← E10−2∗iv + 𝛽hpu ∗ LE [i − 1];
16 calculate E9v with 𝐴0

G and E8v via Eq. 1;

propagation, the final node embeddings E9v are obtained with both direct neighbor dependencies and global
collective representations.

3.4 Recommendation and Optimization
The entire recommendation process in EPRHSE is depicted as Algo. 3. Initially, it involves constructing hyper-
graphs for both primary and auxiliary tasks. Subsequently, for each hypergraph, the 3-dimensional encoding tree
is built using hypergraph structural entropy (Algo. 1) to partition node communities hierarchically. Based on
these community node mapping relationships, hypergraph pooling and unpooling (Algo. 2) are performed to
enhance the aggregation process of the hypergraph encoder. We conduct pre-training optimization based on
different task types. For the main task, i.e., the recommendation task, we compute the ranking score 𝑌𝑟𝑒𝑐 for the
user-item pair using inner product calculation:

𝑌𝑟𝑒𝑐 = Eu · Ei⊺, (15)

where Eu and Ei represent the user and item embedding matrices outputted by the optimized HGCN layer from
main tasks, respectively. 𝑌𝑟𝑒𝑐 is a score matrix of dimensions |𝑈 | × |𝐼 |, where each element 𝑦𝑟𝑒𝑐 (𝑢, 𝑖) signifies the
likelihood of recommendation for user 𝑢 and item 𝑖 . We employ alignment loss to optimize the recommendation
task:

L𝑟𝑒𝑐 =
1
|D𝑟𝑒𝑐 |

∑︁
(𝑢,𝑖 ) ∈D𝑟𝑒𝑐

∥eu − ei∥22 + 𝜆Θ · ∥Θ∥22, (16)

where D𝑟𝑒𝑐 represents the set of user-item interaction pairs in the training set, while eu and ei denote the
embedding vectors for user 𝑢 and item 𝑖 respectively. Θ represents all trainable parameters in the EPRHSE,
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Algorithm 3: Recommendation and Optimization.

Input: hypergraphs for main and auxiliary tasks: {𝐴𝑢G, 𝐴
𝑖
G, 𝐴

𝑎𝑔𝑒

G , 𝐴
𝑗𝑜𝑏

G , 𝐴𝑐𝑎𝑡𝑒G , 𝐴𝑟𝑎𝑡𝑒G }.
Output: Recommendation sequence.

1 // 3-dimensional community divisions

2 construct {(𝑆𝑢1 , 𝑆𝑢2 ), (𝑆𝑐𝑎𝑡𝑒1 , 𝑆𝑐𝑎𝑡𝑒2 ), (𝑆𝑟𝑎𝑡𝑒1 , 𝑆𝑟𝑎𝑡𝑒2 )} for {𝐴𝑢G, 𝐴
𝑖
G, 𝐴

𝑎𝑔𝑒

G , 𝐴
𝑗𝑜𝑏

G , 𝐴𝑐𝑎𝑡𝑒G , 𝐴𝑟𝑎𝑡𝑒G } via Algo. 1;
3 initial Eu and Ei;
4 // Pre-training

5 for 𝑒𝑝𝑜𝑐ℎ = 1, 2, 3, ... do
6 // main tasks

7 update Eu and Ei via Algo. 2;
8 // auxiliary tasks

9 update {Eageu , Ejobu } and {Ecatei , Eratei } via Algo. 2;
10 // pre-training loss

11 calculate L𝑝𝑟𝑒 via Eq. 19;
12 L𝑝𝑟𝑒 backward;
13 // Fine-tuning

14 for 𝑒𝑝𝑜𝑐ℎ = 1, 2, 3, ... do
15 update Eu and Ei via Algo. 2;
16 calculate L𝑟𝑒𝑐 via Eq. 16;
17 L𝑟𝑒𝑐 backward;
18 Recommend via Eq. 15;

encompassing the initial user and item embeddings, denoted as Θ = {Eu ∪ Ei}. Regularization is carried out using
𝜆Θ.
For auxiliary tasks, take "items with the same cate" as an example. Since hyperedges represent relations

and attributes, we utilize the inner product between the embeddings representing this relation (or attribute)
hyperedges and the corresponding item (or user) node embeddings as the prediction score:

𝑌𝑐𝑎𝑡𝑒 = Ei · Ecatee
⊺
, (17)

where Ecatee and Ei represent the embeddings of specific hyperedges for the auxiliary task and the embeddings of
task-relevant nodes, respectively. 𝑌𝑐𝑎𝑡𝑒 is a score matrix, where each element 𝑦𝑐𝑎𝑡𝑒 (𝑖, 𝑒) denotes the likelihood of
association between item node 𝑖 and attribute hyperedge 𝑒 . Subsequently, we employ the Bayesian Personalized
Ranking (BPR) loss to optimize the auxiliary task:

L𝑐𝑎𝑡𝑒 =
∑︁

(𝑖,𝑒,𝑒′ ) ∈D𝑐𝑎𝑡𝑒

−𝑙𝑜𝑔𝜎 (𝑦𝑐𝑎𝑡𝑒 (𝑖, 𝑒) − 𝑦𝑐𝑎𝑡𝑒 (𝑖, 𝑒′)), (18)

where D𝑐𝑎𝑡𝑒 represents the set of node-hyperedge interaction pairs in the training set of auxiliary task "items
with same cate", and each node 𝑖 is connected to a positive example attribute hyperedge 𝑒 and a negative example
attribute hyperedge 𝑒′.𝑦𝑐𝑎𝑡𝑒 (𝑖, 𝑒) and𝑦𝑐𝑎𝑡𝑒 (𝑖, 𝑒′) denote the prediction scores for the positive and negative example
attribute hyperedges with node, respectively. 𝜎 refers to the Sigmoid function defined as 𝜎 (𝑥) = 1

1+exp (−𝑥 ) .
Finally, we jointly optimize the pre-trained using both recommendation main tasks and auxiliary tasks:

L𝑝𝑟𝑒 = 𝜆𝑟𝑒𝑐 · L𝑟𝑒𝑐 + (1 − 𝜆𝑟𝑒𝑐 ) · L𝑎,L𝑎 = L𝑐𝑎𝑡𝑒 + ... + L𝑎𝑔𝑒 , (19)
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where 𝜆𝑟𝑒𝑐 serves as the coefficient to balance the losses between main tasks and auxiliary tasks. L𝑎 represents
the auxiliary loss added by all auxiliary tasks. During fine-tuning, only the main task from pre-training is
retained. Specifically, during optimization, only the information on the optimized hypergraph encoder for the
user-item hypergraph and item-user hypergraph is aggregated. The loss calculation remains partially the same as
in pre-training L𝑟𝑒𝑐 .

3.5 Time complexity analysis
Hypergraph Structural Entropy. The enhanced HGCN in EPRHSE is extended by hypergraph structure entropy.
Constructing one 3-dimensional hypergraph structural entropy encoding tree takes 𝑂 (∥𝐴H ∥0 · (1 + 𝑙𝑜𝑔|V|)),
where 𝐴H is the initial hypergraph adjacent matrix calculate by Eq. 8 andV is the node set in hypergraph. ∥ · ∥0
is zero norm, representing the number of non-zero elements. Specifically, the number of Megre attempts per
round is ∥𝐴H ∥0. When the parallel rate is 𝑝 , the maximum number of rounds required for merging is 𝑙𝑜𝑔1−𝑝

1−𝑝
|V |−1 .

Consequently, the time complexity of constructing a 2-dimensional encoding tree is 𝑂 (∥𝐴H ∥0 · 𝑙𝑜𝑔1−𝑝
1−𝑝
|V |−1 ),

which can be simplified to 𝑂 (∥𝐴H ∥0 · (1 + 𝑙𝑜𝑔 |V|)). Similarly, the time complexity of adding one layer of a
2-dimensional encoding tree is𝑂 (∥𝐴H′ ∥0 · (1 + 𝑙𝑜𝑔 |𝐶1 |)), where𝐶1 is the set of community nodes in the previous
2-dimensional encoding tree, and 𝐴H′ is the adjacency matrix of the hypergraph updated by Eq. 12 and Eq. 8.
Thus, the time complexity of constructing a 3-dimensional encoding tree is 𝑂 (∥𝐴H ∥0 · (1 + 𝑙𝑜𝑔 |V|) + ∥𝐴H′ ∥0 ·
(1 + 𝑙𝑜𝑔 |𝐶1 |)), which can be simplified to 𝑂 (∥𝐴H ∥0 · (1 + 𝑙𝑜𝑔|V|)). Incorporated into our model EPRHSE, we
construct a 3-dimensional encoding tree for tasks of user-item, i-cate, and i-rate. Therefore, the added time
complexity is𝑂 (∥𝐴𝑢H ∥0 · (1 + 𝑙𝑜𝑔|𝑈 |) + (∥𝐴

𝑐𝑎𝑡𝑒
H ∥0 + ∥𝐴

𝑟𝑎𝑡𝑒
H ∥0) · (1 + 𝑙𝑜𝑔|𝐼 |)), where𝐴

𝑢
H ,𝐴

𝑐𝑎𝑡𝑒
H , and𝐴𝑟𝑎𝑡𝑒H represent

the hypergraph adjacent matrix for three tasks, respectively.𝑈 is the user set and 𝐼 is the item set.
Optimized HGCN and pre-training. The time complexity of a single layer in an HGCN is 𝑂 ( |V|2 · 𝑑 +

𝑛𝑛𝑧 (𝐴𝐺 ) · |V|), where |V| denotes the number of nodes in the hypergraph, and 𝐴𝐺 represents the bipartite
graph matrix of the hypergraph. When 𝐴𝐺 is sparse, the time complexity of the HGCN can be approximated
as 𝑂 ( |V|2 · 𝑑). The time complexity of HP or HPU is 𝑂 ( |𝐶 | · |V| · 𝑑). Therefore, the time complexity of an
optimized HGCN is 𝑂 (2 · |V|2 · 𝑑 + 2 · |𝐶1 | · |V| · 𝑑 + 2 · |𝐶1 |2 · 𝑑 + 2 · |𝐶1 | · |𝐶2 | · 𝑑 + |𝐶2 |2 · 𝑑), where |𝐶1 | and
|𝐶2 | are the number of communities of two layers. Since |𝐶1 | and |𝐶2 | are typically much smaller compared
to |V|, the time complexity of optimized HGCN can be simplified to 𝑂 (2 · |V|2 · 𝑑). Since the hypergraph
structural entropy can be precomputed and does not need to be repeatedly involved during pre-training, the
overall time complexity only considers the optimized HGCN for all tasks. Thus, it can be approximated as
𝑂 (2 · |𝑈 |2 · 𝑑) + 𝑂 ( |𝐼 |2 · 𝑑) + 𝑂 (2 · |𝐼 |2 · 𝑑) + 𝑂 (2 · |𝐼 |2 · 𝑑) + 𝑂 ( |𝑈 |2 · 𝑑) + 𝑂 ( |𝑈 |2 · 𝑑), representing two main
tasks and four auxiliary tasks respectively. After simplifying the constant term, it can be further expressed as
𝑂 ( |𝑈 |2 · 𝑑 + |𝐼 |2 · 𝑑), where |𝑈 | is the number of users and |𝐼 | is the number of items.

3.6 Space complexity analysis
We next analyze the space complexity of the proposed framework EPRHSE from three perspectives: hypergraph
structural entropy (Algo. 1), hypergraph pooling/unpooling (Algo. 2), and the overall pre-training and optimization
procedure (Algo. 3).
Hypergraph structural entropy. The adjacency matrix 𝐴H derived from Eq. 8 has 𝑛𝑛𝑧 (𝐴H) non-zero

elements. Storing this sparse structure requires 𝑂 (𝑛𝑛𝑧 (𝐴H)) memory. During the construction of the encoding
tree, candidate node pairs 𝐿𝑜𝑝 are generated. In the worst case, the number of candidate pairs is𝑂 ( |V|2); however,
by parallel merging with parameter 𝑝 , only 𝑄 = 𝑂 ((1 − 𝑝) |V|) pairs are retained in each round, leading to an
effective peak memory of𝑂 (𝑛𝑛𝑧 (𝐴H) +𝑄). Thus, the space complexity of structural entropy is𝑂 (𝑛𝑛𝑧 (𝐴H) + |V|).
Hypergraph pooling and unpooling. In Algo. 2, the major memory usage comes from storing node and

community embeddings. Each layer requires embeddings of size |V| × 𝑑 , |𝐶1 | × 𝑑 , and |𝐶2 | × 𝑑 , together with the
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bipartite graph matrices 𝐴0
G, 𝐴

1
G, 𝐴

2
G . Since |𝐶1 |, |𝐶2 | ≪ |V|, the worst overall space complexity of hypergraph

pooling/unpooling is 𝑂 ( |V| · 𝑑 + 𝑛𝑛𝑧 (𝐴G)).
Recommendation and optimization. During pre-training and fine-tuning (Algo. 3), we construct encoding

trees and learn embeddings for bothmain and auxiliary tasks. The total memory required for hypergraph structural
entropy is𝑂 (𝑛𝑛𝑧 (𝐴𝑢H) +𝑛𝑛𝑧 (𝐴

𝑐𝑎𝑡𝑒
H ) +𝑛𝑛𝑧 (𝐴

𝑟𝑎𝑡𝑒
H ) + |𝑈 | + |𝐼 |). The memory for hypergraph pooling and unpooling

is𝑂 ( |𝑈 |𝑑 +𝑛𝑛𝑧 (𝐴𝑢G)) +𝑂 ( |𝐼 |𝑑 +𝑛𝑛𝑧 (𝐴
𝑖
G)) +𝑂 ( |𝑈 |𝑑 +𝑛𝑛𝑧 (𝐴

𝑎𝑔𝑒

G )) +𝑂 ( |𝑈 |𝑑 +𝑛𝑛𝑧 (𝐴
𝑗𝑜𝑏

G )) +𝑂 ( |𝐼 |𝑑 +𝑛𝑛𝑧 (𝐴
𝑐𝑎𝑡𝑒
G )) +

𝑂 ( |𝐼 |𝑑 + 𝑛𝑛𝑧 (𝐴𝑟𝑎𝑡𝑒G )). However, since these tasks are optimized sequentially, only one task’s embeddings and
adjacency structure need to reside in memory at a time. Therefore, the effective peak memory is dominated by
the two main tasks: 𝑂 ( |𝑈 |𝑑 + 𝑛𝑛𝑧 (𝐴𝑢G) + |𝐼 |𝑑 + 𝑛𝑛𝑧 (𝐴

𝑖
G)). Thus, the total memory requirement can be expressed

as 𝑂 (( |𝑈 | + |𝐼 |)𝑑 + 𝑛𝑛𝑧 (𝐴𝑢G) + 𝑛𝑛𝑧 (𝐴
𝑖
G) + 𝑛𝑛𝑧 (𝐴

𝑢
H) + 𝑛𝑛𝑧 (𝐴

𝑐𝑎𝑡𝑒
H ) + 𝑛𝑛𝑧 (𝐴

𝑟𝑎𝑡𝑒
H )), which in the worst case can be

simplified to 𝑂 ( |𝑈 | |𝐼 | + |𝑈 |2 + |𝐼 |2).
In practice, the memory consumption is dominated by the hypergraph structural entropy computation. Since

the community partition of the hypergraph is determined solely by the input graph and does not change across
training epochs, it can be precomputed once on the CPU and stored to alleviate GPU memory pressure. During
training, the precomputed community structure can be efficiently loaded on the GPU as needed. This strategy
significantly reduces GPU memory usage and allows the model to scale to large graphs.

4 EXPERIMENT SETUP
In this section, we present the foundational setup of the experiments, including detailed information about the
datasets (Section 4.1), the baselines (Section 4.2), variations of EPRHSE (Section 4.3), as well as the calculation of
evaluation metrics (Section 4.4).

4.1 Datasets
We conduct experiments on five real-world datasets: Steam, XMrec-CN, XMrec-MX, XMrec-AU, and XMrec-BR.
Steam [63] includes users’ transaction records on the Steam online game store. In auxiliary tasks, "items with same
category" (i-cate), "items with same rate" (i-rate), "users with same age" (u-age), and "users with same job" (u-job) are
used. XMarket [7] is a publicly available large-scale dataset obtained from Amazon. We use the data from China,
Mexico, Australia, and Brazil for our experiments. In auxiliary tasks for these four datasets, "items with same
category" (i-cate), "items with same rate" (i-rate), and "items bought together" (i-bT) are used. In addition, substitute
relations between "items compared together" (i-cpr) are predicted as homogeneous edges for XMrec-MX. Since
the other three datasets do not support this data, there is no such auxiliary task. Beyond auxiliary tasks, we also
define two main tasks that directly reflect the essence of recommendation: user–item task (“users buying the same
item”), which models the similarity between users who share common purchases, thereby capturing collective
preference patterns on the user side; item–user task (“items bought by the same user”), which models the similarity
between items co-consumed by the same user, thereby capturing substitutable or complementary relations on
the item side. These two tasks correspond to the “user–item” and “item–user” entries in Table 6. Together, they
constitute the fundamental prediction objectives, while auxiliary tasks provide additional heterogeneous social
and attribute information. For each user, we select one user-item interaction for pre-training and fine-tuning,
and the remaining user-item interactions for user-data fine-tuning testing.
The statistics of the five datasets are shown in Table 2. The columns "#user", "#item", "#u-i edges", and

"split" are the number of users, the number of items, the number of user-item interactions, and the number of
training and test users in the dataset, respectively. The "#sparsity" column indicates the sparsity of the user-item
interaction. The “#auxiliary tasks” column indicates the type of auxiliary tasks used for each dataset. For each
auxiliary task, we construct a corresponding hypergraph, where each attribute or relationship is modeled as
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a hyperedge. The number reported in this column (“hyperedges number”), therefore, corresponds to the total
number of hyperedges in the constructed hypergraph. We only adopt the enhanced HGCN encoder for tasks
where community aggregation is relatively obvious, explicitly referring to the "users buying same item" main task
and the i-cate, i-rate auxiliary task. However, for i-bT, i-cpr, u-age, and u-job auxiliary tasks where community
aggregation is not obvious, we retain the original HGCN encoder, and the specific community aggregation can
be seen in Table 6.

Table 2. The statistics of datasets.

Dataset #user #item #u-i edges #sparsity #auxiliary tasks split

Steam 50,292 1,809 65,379 0.00072

i-cate: 20
i-rate: 486
u-age: 5,186
u-job: 11,198

train: 50,292
test: 15,087

XMrec-CN 18,806 5,937 23,065 0.00021
i-cate: 12
i-rate: 9
i-bT: 155

train: 18,806
test: 4,259

XMrec-MX 221,890 35,235 305,569 0.00004

i-cate: 14
i-rate: 9
i-bT: 4221
i-cpr: 2309

train: 221,890
test: 83,679

XMrec-AU 86,975 42,094 213,086 0.00006
i-cate: 14
i-rate: 9
i-bT: 3,339

train: 86,975
test: 126,111

XMrec-BR 25,059 11,327 37,072 0.00013
i-cate: 13
i-rate: 9
i-bT: 1,758

train: 25,059
test: 12,013

4.2 Baselines
To verify the effectiveness of EPRHSE, we compare the performances of graph-based recommendation models
with and without using user and item embeddings pre-trained by EPRHSE, including LightGCN, DirectAU,
UltraGCN, HGNN, HCCF, and DHCF.
• LightGCN [32]. This graph convolution network simplifies the design of GCN with only neighborhood
aggregation for the recommendation and weighted all layer embeddings.
• DirectAU [84]. This graph encoder improves LightGCN by directly optimizing the alignment and uniformity
learning objective.
• UltraGCN [62]. This is an ultra-simplification of GCN that skips infinite layers of message passing with a
constraint loss to approximate the limit of graph convolutions directly.
• HGNN [25]. This hypergraph neural network uses hypergraph convolution operations to encode high-order
data correlation.
• HCCF [102]. This is a self-supervised hypergraph contrastive collaborative filtering framework to jointly
capture local and global collaborative relations.
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• DHCF [40]. This is a variant of HGCN that introduces a dual-channel learning strategy and jump hypergraph
convolution method.

We also compare with pre-training baselines, including GCC, SGL, AttriMask, and UPRTH.

• GCC [69]. This pre-trained graph contrast encoding model based on HGCN leverages contrastive learning
with random walks to capture graph structure information.
• SGL [97]. This self-supervised graph-learning model based on LightGCN drops edges for contrastive
learning in pre-training.
• AttriMask [34]. This method applies HGCN and adds a linear model to predict masked attributes during
pre-training.
• UPRTH [108]. This unified pre-training framework uses HGCN to learn node embeddings and designs a
transitional attention layer to fuse the results of different tasks.

In addition to pre-training models, we further incorporate state-of-the-art graph contrastive learning baselines.
These models leverage various data augmentation strategies to perform contrastive learning, thereby addressing
the data sparsity issue in recommendation. Representative methods include NCL, XSimGCL, and LightGCL.

• NCL [53]. This method incorporates the neighborhood of users (or items) from both the graph structure and
the semantic space, and introduces a novel structural adversarial objective that treats structural neighbors
as positive contrastive pairs.
• XSimGCL [113]. This extremely simple graph contrastive learning method discards ineffective graph
augmentations and instead employs a simple yet effective noise-based embedding perturbation to generate
contrastive learning views.
• LightGCL [9]. This simple yet effective graph contrastive learning paradigm leverages singular value
decomposition for contrastive augmentation, thereby enabling unconstrained structural enhancement
through global relational modeling.

4.3 Variations
To demonstrate the effectiveness of some modules and prove that good results can be achieved without the hyper-
graph fusion mechanism, we construct some variants and compare them with EPRHSE by ablation experiments.

• EPRHSE+TA𝑎𝑡𝑡 (in Section 5.2.2). This is a variation of EPRHSE with the TA layer introduced in Section 2.4
to integrate the node representations obtained from auxiliary tasks into the main task through an attention
mechanism.
• EPRHSE+TA𝑠𝑢𝑚 (in Section 5.2.2). This is a variation of EPRHSE in which the TA layer is incorporated,
where the embeddings from the auxiliary task are directly added to the hyperedges of the main task.
• EPRHSE+TA𝑐𝑜𝑛𝑐𝑎𝑡 (in Section 5.2.2). This is a variation of EPRHSE that incorporates the TA layer, where
the embeddings of the auxiliary task are concatenated and merged into the hyperedges of the main task
through a linear layer.
• EPRHSE_w/o_auxiliary (in Section 5.4). This is a variation of EPRHSE without all auxiliary tasks,
including i-cate, i-rate, i-bT, i-cpr, u-age, and u-job.

4.4 Evaluation Metrics
We evaluate the recommendation framework by ranking the test items with all non-interacted users during fine-
tuning. 𝑅𝑎𝑐𝑎𝑙𝑙@{10, 20} and 𝑁𝐷𝐶𝐺@{10, 20} are adopted as evaluation metrics. In the subsequent tables, we use
R@10, R@20, N@10, and N@20 for shorthand. Recall@K represents the proportion of correctly predicted items
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within the top K recommended items relative to the total number of items that should have been recommended:

𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 =
𝑇𝑃@𝐾

𝑇𝑃@𝐾 + 𝐹𝑁@𝐾
, (20)

where 𝑇𝑃@𝐾 is True Positive when recommending the first K items, and 𝐹𝑁@𝐾 is False Negative when
recommending the first K items. NDCG is Normalized Discounted Cumulative Gain, which takes into account
the order of recommended items:

𝑁𝐷𝐶𝐺@𝐾 =
𝐷𝐶𝐺@𝐾
𝐼𝐷𝐶𝐺@𝐾

, 𝐷𝐶𝐺@𝐾 =

𝐾∑︁
𝑖=1

𝑦𝑟𝑒𝑐 (, 𝑖)
𝑙𝑜𝑔2 (𝑖 + 1)

, 𝐼𝐷𝐶𝐺@𝐾 =

𝑚𝑖𝑛{𝐾, |𝑌 | }∑︁
𝑖=1

1
𝑙𝑜𝑔2 (𝑖 + 1)

, (21)

where 𝑌𝑟𝑒𝑐 is the score matrix between users and items calculated by Eq. 15, and 𝑦𝑟𝑒𝑐 (, 𝑖) is one element in
𝑌𝑟𝑒𝑐 representing the relevance score of item 𝑖 for a user. 𝑌 is a list of real recommended items for a user. The
Discounted Cumulative Gain (DCG) is a metric that increases the gain for items ranked higher in the predicted
order while discounting the gain for items ranked lower. The Ideal Discounted Cumulative Gain (IDCG) represents
the DCG in the best possible item ranking.

5 RESULTS AND DISCUSSION
This section conducts several experiments to evaluate the performance of EPRHSE. We mainly answer the
following questions:
• Q1: (Section 5.1) How does EPRHSE perform compared to 13 baseline models across different datasets?
Additionally, what advantages does the pre-training architecture of EPRHSE offer over the latest baseline
model in terms of algorithmic effectiveness?
• Q2: (Section 5.2) How does the hypergraph pooling layer contribute to overall performance? Additionally,
how does the performance change when incorporating the hypergraph fusion mechanism (TA layer)?
• Q3: (Section 5.3) How do four key hyperparameters (learning rate for pre-training 𝑙𝑟𝑝𝑟𝑒 , learning rate
for fine-tuning 𝑙𝑟 , weight for recommendation 𝜆𝑟𝑒𝑐 , and regularization 𝜆Θ) impact the performance and
stability of EPRHSE?
• Q4: (Section 5.4) How does EPRHSE work in the cold-start scenario compared to pre-trained baselines, and
which part plays a key role in EPRHSE?
• Q5: (Section 5.5) How efficient can different baselines and EPRHSE be? And what are the advantages
of EPRHSE in operation?
• Q6: (Section 5.6) How do the visualization results demonstrate the hierarchical communities formed through
structural entropy? And how do the embeddings learned by different models appear when visualized?

5.1 Overall Effectiveness
Table 3 reports the overall results of EPRHSE and thirteen baselines across five datasets. The first six columns
correspond to baselines without pre-training, the next three columns correspond to graph contrastive learning
baselines, and the following four columns correspond to pre-training-based baselines. After these, we present the
results of EPRHSE. The final column (Improv.) reports the percentage improvement and the p-value from the
t-test of our model compared with the best-performing baseline. In addition, the standard deviations (std) are
reported in a smaller font beneath each row. From these results, we draw the following conclusions:
(1) Overall, the EPRHSE model, which incorporates the topological structure and global dependency rela-

tionships, achieves the best recommendation performance across the five datasets. Specifically, except
for NDCG@10 and NDCG@20 on the XMrec-MX dataset, which are suboptimal, all other metrics are
optimal and show varying degrees of improvement compared to the best baseline. The Recall@10 on
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five datasets is increased by 0.59%, 7.85%, 1.44%, 28.78%, and 2.72%, while the Recall@20 is increased by
4.50%, 11.57%, 0.98%, 13.07%, and 3.17% respectively. The NDCG@10 on four datasets (except XMrec-MX) is
increased by 0.83%, 5.44%, 14.06%, and 34.76%, while the NDCG@20 is increased by 3.11%, 8.81%, 18.08%,
and 33.83%, respectively. Moreover, all 18 p-values are below 0.05, with 9 of them smaller than 0.005,
indicating that the superiority of EPRHSE is statistically significant. We attribute these improvements to
the use of hypergraph structural entropy in EPRHSE, which integrates topological structures and global
dependency relationships during pre-training, thereby enabling the learned embeddings to better capture

Table 4. Recall results of adding EPRHSE for pre-training on baselines without pre-training. (↑ indicates which method
(“+UPRTH” or “+ EPRHSE”) achieves greater improvement, while red denotes performance drop after pre-training. Cells with
light orange highlight results superior to UPRTH, dark orange highlights results superior to EPRHSE, and the best results are
highlighted in bold.)

Dataset Steam XMrec-CN XMrec-MX XMrec-AU XMrec-BR
Metric R@10 R@20 R@10 R@20 R@10 R@20 R@10 R@20 R@10 R@20

EPRHSE 0.1731 0.2826 0.0864 0.1220 0.0834 0.0976 0.0212 0.0258 0.1402 0.1509
UPRTH 0.1721 0.2704 0.0801 0.1093 0.0822 0.0966 0.0165 0.0185 0.1365 0.1463

LightGCN 0.0069 0.0103 0.0036 0.0068 0.0141 0.0208 0.0042 0.0065 0.0232 0.0293
+UPRTH 0.0097 0.0165 0.0353 0.0716 ↑0.0593 ↑0.0717 0.0192 0.0244 0.1302 0.1380
+ EPRHSE ↑0.0250 ↑0.0345 ↑0.0656 ↑0.1126 0.0582 0.0705 ↑0.0195 ↑0.0252 ↑0.1317 ↑0.1400
DirectAU 0.0574 0.0860 0.0030 0.0040 0.0133 0.0196 0.0028 0.0051 0.0257 0.0390
+UPRTH 0.0601 0.0898 0.0614 0.1076 ↑0.0550 0.0681 0.0198 0.0247 0.1305 0.1447
+ EPRHSE ↑0.0762 ↑0.1086 ↑0.0695 ↑0.1139 0.0545 ↑0.0690 ↑0.0207 ↑0.0261 ↑0.1366 ↑0.1475
UltraGCN 0.0416 0.0787 0.0031 0.0053 0.0034 0.0059 0.0016 0.0031 0.0040 0.0063
+UPRTH 0.0702 0.1370 0.0526 0.0791 ↑0.0559 ↑0.0706 0.0194 0.0213 0.1279 0.1363
+ EPRHSE ↑0.1232 ↑0.2106 ↑0.0609 ↑0.0845 0.0483 0.0596 ↑0.0201 ↑0.0227 ↑0.1303 ↑0.1403
HGNN 0.0780 0.1104 0.0061 0.0074 0.0095 0.0154 0.0048 0.0074 0.0431 0.0860
+UPRTH ↑0.1334 ↑0.2289 0.0678 0.1078 0.0530 0.0623 0.0188 0.0228 0.0999 0.1462
+ EPRHSE 0.1239 0.2191 ↑0.0808 ↑0.1129 ↑0.0587 ↑0.0704 ↑0.0207 ↑0.0270 ↑0.1381 ↑0.1483

HCCF 0.0976 0.1453 0.0023 0.0038 0.0077 0.0122 0.0034 0.0056 0.0782 0.0874
+UPRTH 0.1450 0.2460 ↑0.0461 ↑0.0715 0.0364 0.0515 0.0132 0.0142 0.1307 0.1381
+ EPRHSE ↑0.1483 ↑0.2488 0.0391 0.0625 ↑0.0580 ↑0.0678 ↑0.0168 ↑0.0194 ↑0.1340 ↑0.1436

DHCF 0.1214 0.1959 0.0033 0.0047 0.0341 0.0489 0.0092 0.0140 0.0630 0.0820
+UPRTH 0.1472 0.2567 ↑0.0744 ↑0.1172 0.0334 0.0508 0.0171 0.0193 0.1104 0.1226
+ EPRHSE ↑0.1652 ↑0.2676 0.0697 0.1134 ↑0.0438 ↑0.0562 ↑0.0190 ↑0.0241 ↑0.1205 ↑0.1363

NCL 0.0949 0.1448 0.0053 0.0082 0.0235 0.0390 0.0128 0.0205 0.0629 0.0815
+UPRTH 0.0725 0.1163 0.0285 0.0409 ↑0.0457 ↑0.0605 0.0171 0.0243 0.0631 0.0708
+ EPRHSE ↑0.1194 ↑0.1976 ↑0.0297 ↑0.0453 0.0448 0.0594 ↑0.0206 ↑0.0292 ↑0.0677 ↑0.1287
XSimGCL 0.1121 0.1729 0.0034 0.0074 0.0249 0.0421 0.0131 0.0207 0.0435 0.0917
+UPRTH 0.0706 0.1122 0.0363 0.0458 0.0449 0.0554 0.0165 0.0217 ↑0.0923 ↑0.0993
+ EPRHSE 0.1023 0.1520 ↑0.0384 ↑0.0546 ↑0.0492 ↑0.0643 ↑0.0186 ↑0.0252 0.0590 0.0677
LightGCL 0.1155 0.1775 0.0046 0.0061 0.0189 0.0274 0.0101 0.0146 0.0670 0.0897
+UPRTH 0.0884 0.1140 0.0278 0.0549 0.0472 0.0599 0.0128 0.0184 ↑0.1714 ↑0.1838
+ EPRHSE ↑0.1196 ↑0.1986 ↑0.0357 ↑0.0597 ↑0.0511 ↑0.0611 ↑0.0141 ↑0.0198 0.1649 0.1745
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the characteristics of users and items. Furthermore, in Section 5.2.1, we conduct an ablation study on the
hypergraph pooling layers, which confirms that an appropriate number of hypergraph structural entropy
pooling layers contributes to enhanced recommendation performance. This indicates that enhancing the
performance of recommendations from the perspective of hypergraph learning and model architecture is
effective.

(2) Among the baselines, models enhanced with pre-training or graph contrastive learning (GCL) generally
outperform the basic models. Within the subset of pre-trained baselines, those employing auxiliary tasks

Table 5. NDCG results of adding EPRHSE for pre-training on baselines without pre-training. (↑ indicates which method
(“+UPRTH” or “+ EPRHSE”) achieves greater improvement, while red denotes performance drop after pre-training. Cells with
light orange highlight results superior to UPRTH, dark orange highlights results superior to EPRHSE, and the best results are
highlighted in bold.)

Dataset Steam XMrec-CN XMrec-MX XMrec-AU XMrec-BR
Metric N@10 N@20 N@10 N@20 N@10 N@20 N@10 N@20 N@10 N@20

EPRHSE 0.0848 0.1122 0.0451 0.0551 0.0502 0.0537 0.0182 0.0193 0.0939 0.0968
UPRTH 0.0841 0.1088 0.0428 0.0506 0.0574 0.0612 0.0159 0.0164 0.0696 0.0723

LightGCN 0.0034 0.0042 0.0015 0.0024 0.0082 0.0100 0.0032 0.0038 0.0096 0.0114
+UPRTH 0.0047 0.0064 0.0263 0.0371 0.0315 0.0347 0.0174 0.0187 0.0736 0.0757
+EPRHSE ↑0.0127 ↑0.0151 ↑0.0380 ↑0.0514 ↑0.0439 ↑0.0472 ↑0.0177 ↑0.0192 ↑0.1181 ↑0.1203
DirectAU 0.0290 0.0362 0.0014 0.0017 0.0081 0.0098 0.0021 0.0027 0.0106 0.0141
+UPRTH 0.0254 0.0329 0.0349 0.0480 0.0259 0.0295 0.0178 0.0190 ↑0.0827 ↑0.0865
+EPRHSE ↑0.0359 ↑0.0441 ↑0.0404 ↑0.0527 ↑0.0365 ↑0.0404 ↑0.0183 ↑0.0197 0.0676 0.0706
UltraGCN 0.0206 0.0299 0.0017 0.0023 0.0017 0.0023 0.0011 0.0015 0.0022 0.0028
+UPRTH 0.0291 0.0459 0.0344 0.0427 ↑0.0376 ↑0.0415 0.0185 0.0188 ↑0.0846 ↑0.0867
+EPRHSE ↑0.0582 ↑0.0802 ↑0.0405 ↑0.0476 0.0325 0.0356 ↑0.0187 ↑0.0192 0.0748 0.0773
HGNN 0.0418 0.0502 0.0029 0.0033 0.0046 0.0062 0.0035 0.0042 0.0145 0.0251
+UPRTH ↑0.0648 ↑0.0888 0.0368 0.0479 0.0259 0.0284 0.0171 0.0181 0.0594 0.0713
+EPRHSE 0.0586 0.0825 ↑0.0497 ↑0.0588 ↑0.0269 ↑0.0300 ↑0.0180 ↑0.0197 ↑0.1192 ↑0.1220
HCCF 0.0489 0.0609 0.0008 0.0012 0.0043 0.0055 0.0023 0.0030 0.0373 0.0398

+UPRTH 0.0715 0.0968 ↑0.0277 ↑0.0351 0.0233 0.0279 0.0129 0.0130 ↑0.0843 ↑0.0863
+EPRHSE ↑0.0728 ↑0.0980 0.0246 0.0311 ↑0.0335 ↑0.0361 ↑0.0153 ↑0.0159 0.0714 0.0740
DHCF 0.0566 0.0753 0.0022 0.0026 0.0211 0.0251 0.0065 0.0078 0.0220 0.0273

+UPRTH 0.0736 0.1010 ↑0.0458 ↑0.0580 0.0167 0.0213 0.0163 0.0167 0.0514 0.0548
+EPRHSE ↑0.0805 ↑0.1061 0.0398 0.0524 ↑0.0227 ↑0.0260 ↑0.0171 ↑0.0185 ↑0.0601 ↑0.0643

NCL 0.0483 0.0609 0.0023 0.0029 0.0121 0.0160 0.0071 0.0090 0.0371 0.0420
+UPRTH 0.0380 0.0491 ↑0.0173 ↑0.0209 0.0254 0.0293 0.0140 0.0160 ↑0.0467 ↑0.0489
+EPRHSE ↑0.0572 ↑0.0769 0.0162 0.0204 ↑0.0298 ↑0.0336 ↑0.0155 ↑0.0179 0.0432 0.0588
XSimGCL 0.0557 0.0710 0.0014 0.0024 0.0127 0.0170 0.0068 0.0087 0.0174 0.0297
+UPRTH 0.0368 0.0473 0.0203 0.0231 0.0258 0.0286 ↑0.0144 0.0157 ↑0.0663 ↑0.0682
+EPRHSE 0.0505 0.0631 ↑0.0214 ↑0.0261 ↑0.0291 ↑0.0329 0.0143 ↑0.0160 0.0423 0.0446
LightGCL 0.0575 0.0731 0.0021 0.0025 0.0105 0.0128 0.0063 0.0076 0.0298 0.0357
+UPRTH 0.0378 0.0441 0.0159 0.0236 0.0269 0.0302 0.0087 0.0103 0.1088 0.1122
+EPRHSE 0.0568 ↑0.0767 ↑0.0174 ↑0.0237 ↑0.0314 ↑0.0340 ↑0.0099 ↑0.0115 ↑0.1129 ↑0.1172
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such as GCC, AttriMask, and UPRTH achieve better results than SGL, which does not incorporate auxiliary
tasks. Among the basic models, those using HGCN as the encoder (HGNN, HCCF, and DHCF) perform
better than those relying solely on LightGCN (LightGCN and DirectAU). This highlights the importance of
pre-training with auxiliary tasks and employing graph contrastive learning for recommendation systems
under sparse user–item interactions, as they help augment data under limited knowledge. Furthermore,
our EPRHSE improves HGCN by incorporating hypergraph structural entropy, thus overcoming its inability
to capture global dependencies and yielding better recommendation performance.

(3) EPRHSE achieves greater improvement in Recall@20 andNDCG@20 compared to Recall@10 andNDCG@10,
with the effect being particularly pronounced on the Steam and XMrec-CN datasets. This indicates
that EPRHSE is especially effective in enhancing the relevance of items ranked lower in the recommendation
list. Consequently, it contributes to recommendation stability, ensuring that relevant suggestions extend
beyond just the top-ranked items.

Comparing a pre-trained model with a non-pre-trained model may be inherently unfair. To ensure a fair
comparison, we apply EPRHSE’s pre-training to the six basic baseline models and three GCL models, using the
pre-trained embeddings from EPRHSE as their initial embeddings. Additionally, to validate the effectiveness of our
model’s pre-training architecture, we conduct the same procedure on the best-performing baseline (UPRTH). The
results are presented in Table 4 and Table 5, where the first row of each group represents the original baseline, the
second row "+UPRTH" indicates the baseline pre-trained with UPRTH, and the third row "+EPRHSE" represents
the baseline pre-trained with EPRHSE. For ease of comparison, we also report the results of EPRHSE and UPRTH,
highlighted with a gray background. In the table, ↑ indicates the method ("+UPRTH" or "+EPRHSE") that achieves
the larger performance improvement within each group, while a red background indicates that pre-training leads
to performance degradation. Cells with a light orange background mark results superior to UPRTH, and those
with a dark orange background highlight results superior to EPRHSE. The best results are further emphasized
in bold. Both tables demonstrate that the pre-trained embeddings generated by EPRHSE substantially enhance
the performance of almost all models, with improvements that are more significant and consistent than those
achieved by the best baseline, UPRTH. The only exceptions occur in the steam dataset experiments with XSimGCL
and LightGCL, where EPRHSE does not provide performance gains. In contrast, UPRTH exhibits performance
degradation across four baselines-DHCF, NCL, XSimGCL, and LightGCL. Moreover, after incorporating EPRHSE
for pre-training, many models even surpass the best baseline UPRTH, and in some cases, exceed EPRHSE itself.
For example, with EPRHSE pre-training, HGNN achieves higher NDCG scores than EPRHSE on the XMrec-CN,
XMrec-AU, and XMrec-BR datasets, establishing new state-of-the-art results. These findings highlight the strong
generalization capacity of EPRHSE, enabling it to adapt to diverse downstream models and to deliver remarkable
performance advantages in sparse-data scenarios.

5.2 Ablation Study
In this section, we perform ablation experiments on the hypergraph pooling layer (Section 5.2.1), which corre-
sponds to the dimensionality of encoding trees, and examine the impact of incorporating the TA layer in EPRHSE
(Section 5.2.2). These experiments aim to validate the contribution and effectiveness of each component.

5.2.1 Hypergraph pooling layer. To validate that the number of layers in the Hypergraph Pooling of EPRHSE
is appropriate, we employ the approach outlined in Section 3.2 to construct higher-dimensional encoding trees
and augment the corresponding pooling and unpooling layers in EPRHSE. The experimental results, as depicted
in Figure 4 and Figure 5, where each subplot with a dual y-axis illustrates the recommendation performance at the
top 10 or 20 across different layers under a dataset. In Figure 4, the blue bar chart corresponding to the left y-axis
represents Recall@20 and the red line chart corresponding to the right y-axis represents Recall@10. In Figure 5,
the purple bar chart corresponding to the left y-axis represents NDCG@20, and the red line chart corresponding
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Fig. 4. Recall performance of EPRHSE with Hypergraph Pooling Layer from 0 to 4 layers.
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Fig. 5. NDCG performance of EPRHSE with Hypergraph Pooling Layer from 0 to 4 layers.
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Table 6. Number of communities on different layers of the encoding tree for five datasets.

Dataset task type task name Layer0 Layer1 Layer2&3&4

Steam

main user-item 50,292 1,726 1,726
item-user 1,809 1,809 1,809

auxiliary
i-cate 1,809 387 381
i-rate 1,809 666 658
u-age 50,292 47,159 47,156
u-job 50,292 23,292 23,030

XMrec-CN
main user-item 18,806 5,413 5,413

item-user 5,937 5,937 5,937

auxiliary
i-cate 5,937 13 12
i-rate 5,937 10 9
i-bT 5,937 5,802 5,802

XMrec-MX

main user-item 221,890 31,222 31,222
item-user 35,235 35,235 35,235

auxiliary
i-cate 35,235 14 14
i-rate 35,235 10 9
i-bT 35,235 31,425 31,417
i-cpr 35,235 32,879 32,867

XMrec-AU
main user-item 86,975 28,090 28,090

item-user 42,094 42,094 42,094

auxiliary
i-cate 42,094 15 14
i-rate 42,094 10 9
i-bT 42,094 39,414 39,409

XMrec-BR
main user-item 25,059 7,837 7,837

item-user 11,327 11,327 11,327

auxiliary
i-cate 11,327 14 13
i-rate 11,327 10 9
i-bT 11,327 9,904 9,899

to the right y-axis represents NDCG@10. For different levels, for example, "𝐿𝑎𝑦𝑒𝑟𝑖" indicates that EPRHSE
constructs a (i+1)-dimensional encoding tree to form an i-layer community for pooling and unpooling.

We observe that as the number of layers increases, both Recall@{10,20} and NDCG@{10,20} initially improve
and then deteriorate. Except for Recall@20 on the XMrec-CN dataset, NDCG@10, NDCG@20 on the XMrec-AU
dataset, and Recall@10, Recall@20, NDCG@10, and NDCG@20 on the XMrec-MX dataset peaking at 𝐿𝑎𝑦𝑒𝑟3,
all other metrics across the datasets peak at 𝐿𝑎𝑦𝑒𝑟2, which is the optimal configuration for the model discussed
in EPRHSE. This phenomenon may be related to the number of communities in the encoding tree. Therefore,
in Table 6, we report the number of nodes for each task in each dataset, as well as the number of communities
obtained after several layers of hypergraph structural entropy partitioning. As seen in Table 6, there is a significant
aggregation of nodes from 𝐿𝑎𝑦𝑒𝑟0 to 𝐿𝑎𝑦𝑒𝑟1, whereas from 𝐿𝑎𝑦𝑒𝑟1 to 𝐿𝑎𝑦𝑒𝑟2, only a small portion of nodes
aggregate to form communities. Even at 𝐿𝑎𝑦𝑒𝑟3 and 𝐿𝑎𝑦𝑒𝑟4, no new communities are formed. This indicates that
a three-layer encoding tree (𝐿𝑎𝑦𝑒𝑟2) is sufficient to learn an adequate hierarchical structure for capturing the
global structure. This phenomenon aligns with the results shown in Figure 4 and Figure 5. During the transition
from 𝐿𝑎𝑦𝑒𝑟0 to 𝐿𝑎𝑦𝑒𝑟2, the hierarchical global structure is utilized to update the embeddings of items and users,
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significantly improving recommendation performance. However, 𝐿𝑎𝑦𝑒𝑟3 and 𝐿𝑎𝑦𝑒𝑟4 do not uncover deeper
global dependencies, and the repeated pooling and unpooling processes from 𝐿𝑎𝑦𝑒𝑟2 result in overfitting of the
embeddings. Consequently, the recommendation performance deteriorates.

Table 7. Recall@10, Recall@20, NDCG@10, and NDCG@20 results of comparison on TA Layer. The best results are bolded,
and the second-best results are underlined.

Dataset Steam XMrec-CN XMrec-MX XMrec-AU XMrec-BR

Metric R@10 R@20 R@10 R@20 R@10 R@20 R@10 R@20 R@10 R@20

UPRTH 0.1721 0.2704 0.0801 0.1093 0.0822 0.0966 0.0165 0.0185 0.1365 0.1463
EPRHSE+TA𝑎𝑡𝑡 0.1727 0.2815 0.0844 0.1175 0.0824 0.0967 0.0212 0.0258 0.1392 0.1483
EPRHSE+TA𝑠𝑢𝑚 0.1719 0.2781 0.0846 0.1178 0.0832 0.0957 0.0212 0.0258 0.1390 0.1490
EPRHSE+TA𝑐𝑜𝑛𝑐𝑎𝑡 0.1723 0.2797 0.0802 0.1131 0.0826 0.0961 0.0212 0.0258 0.1393 0.1481

EPRHSE 0.1731 0.2826 0.0864 0.1220 0.0834 0.0976 0.0212 0.0258 0.1402 0.1509

Improv. 0.23% 0.39% 2.12% 3.56% 0.24% 0.93% - - 0.64% 1.27%

Metric N@10 N@20 N@10 N@20 N@10 N@20 N@10 N@20 N@10 N@20

UPRTH 0.0841 0.1088 0.0428 0.0506 0.0574 0.0612 0.0159 0.0164 0.0696 0.0723
EPRHSE+TA𝑎𝑡𝑡 0.0849 0.1118 0.0467 0.0563 0.0477 0.0515 0.0182 0.0193 0.0886 0.0909
EPRHSE+TA𝑠𝑢𝑚 0.0841 0.1107 0.0470 0.0565 0.0481 0.0515 0.0182 0.0193 0.0910 0.0936
EPRHSE+TA𝑐𝑜𝑛𝑐𝑎𝑡 0.0845 0.1114 0.0424 0.0520 0.0500 0.0537 0.0182 0.0193 0.1018 0.1042

EPRHSE 0.0848 0.1122 0.0451 0.0551 0.0502 0.0537 0.0182 0.0193 0.0939 0.0968

Improv. - 0.35% - - - - - - - -

5.2.2 TA Layer. We compare EPRHSE with models that aggregate differently in the TA Layer as well as the
best baseline model UPRTH. Three aggregation variations are denoted as EPRHSE+TA𝑎𝑡𝑡 , EPRHSE+TA𝑠𝑢𝑚 ,
and EPRHSE+TA𝑐𝑜𝑛𝑐𝑎𝑡 , respectively. As shown in Table 7, the experimental results indicate that EPRHSE without
hypergraph fusion mechanism generally performs best, achieving optimal recommendation results in 13 out of 20
metrics and achieving optimal or suboptimal results in 18 out of 20 scenarios. Moreover, in most cases, employing
various aggregation methods, including not aggregating, has improved Recall@{10,20} and NDCG@{10,20} over
the best baseline UPRTH, and the differences with EPRHSE are not significant. Even EPRHSE+TA𝑎𝑡𝑡 achieves
optimal or suboptimal results in 11 out of 20 scenarios, EPRHSE+TA𝑠𝑢𝑚 achieves optimal or suboptimal results in
10 out of 20 scenarios, and EPRHSE+TA𝑐𝑜𝑛𝑐𝑎𝑡 achieves optimal or suboptimal results in 8 out of 20 scenarios. We
speculate that this may be because EPRHSE leverages topological structures and global dependencies within
its graph encoder to some extent, compensating for the impact of different aggregation methods and thereby
reducing the importance of the hypergraph fusion mechanism. Given the limited performance improvement
the TA layer provides and its added complexity to the model, we consider not using the hypergraph fusion
mechanism in EPRHSE.

5.3 Hyperparameter Sensitivity
In this section, we conduct a sensitivity analysis on four key hyperparameters of EPRHSE: the pre-training
learning rate (𝑝𝑟𝑒_𝑙𝑟 ), fine-tuning learning rate (𝑙𝑟 ), the weight of the recommendation task in the aggregation
loss (𝜆𝑟𝑒𝑐 ), and the regularization weight (𝜆Θ). Figure 6 to Figure 10 present the results of EPRHSE on five datasets
under different hyperparameter settings. The left-side plots display Recall@10, while the right-side plots show
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Fig. 9. Hyperparameter analysis on the XMrec-AU dataset (’pre’ represents the learning rate for pre-training 𝑝𝑟𝑒_𝑙𝑟 , ’fine’
represents the learning rate for fine-tuning 𝑙𝑟 , ’loss’ represents the weight for recommendation task in loss 𝜆𝑟𝑒𝑐 , and ’reg’
represents the weight for regularization 𝜆Θ).
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Fig. 10. Hyperparameter analysis on the XMrec-BR dataset (’pre’ represents the learning rate for pre-training 𝑝𝑟𝑒_𝑙𝑟 , ’fine’
represents the learning rate for fine-tuning 𝑙𝑟 , ’loss’ represents the weight for recommendation task in loss 𝜆𝑟𝑒𝑐 , and ’reg’
represents the weight for regularization 𝜆Θ).

NDCG@10. Each circular bar chart includes four colors representing the adjustment of a single hyperparameter
while keeping others constant. The outer ring values indicate the hyperparameter settings and the inner bars’
numerical values represent the corresponding test results.

5.3.1 Learning rate for pre-training 𝑝𝑟𝑒_𝑙𝑟 . For the pre-training learning rate 𝑝𝑟𝑒_𝑙𝑟 , we set the selection
range to { 0.001, 0.005, 0.01, 0.05, 0.1 } and conduct repeated experiments. As shown in Figure 6 to Figure 10, the
optimal choice of 𝑝𝑟𝑒_𝑙𝑟 is dataset-dependent. 𝑝𝑟𝑒𝑙𝑟 has minimal impact on the Steam dataset, whereas an optimal
value or range exists for the other four datasets. For example, on the XMrec-CN dataset, 0.05 is the best choice
for both Recall and NDCG, with other values leading to a sharp decline in recommendation performance. In the
XMrec-MX dataset, 0.01 is the optimal choice since larger and smaller values significantly degrade performance.
In the XMrec-AU dataset, 0.005 is the best choice. However, NDCG is more robust to changes in 𝑝𝑟𝑒_𝑙𝑟 than
Recall, exhibiting stable performance within the range of 0.001 to 0.01. Similarly, on the XMrec-BR dataset, 0.1 is
the optimal choice, but Recall is more robust to variations in 𝑝𝑟𝑒𝑙𝑟 than NDCG, performing well at both 0.05 and
0.1.

5.3.2 Learning rate for fine-tuning 𝑙𝑟 . For the fine-tuning learning rate 𝑙𝑟 , we set the selection range to {
0.001, 0.005, 0.01, 0.05, 0.1 } and conduct repeated experiments. Selecting an intermediate learning rate is generally
beneficial for EPRHSE’s recommendation performance; however, the optimal choice remains dataset-dependent.
In Figure 6, the Steam dataset exhibits a positive correlation between 𝑙𝑟 and recommendation performance, where
a higher learning rate leads to better performance, although the overall fluctuation is relatively small. In Figure 7,
the XMrec-CN dataset shows stable performance at 𝑙𝑟 = 0.01 and 𝑙𝑟 = 0.005, while performance drops sharply
under other settings. In Figure 8, the XMrec-MX dataset achieves its best performance at 𝑙𝑟 = 0.01. In Figure 9 and
Figure 10, the XMrec-AU and XMrec-BR datasets exhibit a negative correlation between 𝑙𝑟 and recommendation
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performance, with lower learning rates leading to better results. However, for the XMrec-BR dataset, NDCG@10
performs particularly well at 𝑙𝑟 = 0.01.

5.3.3 Weight for recommendation task 𝜆𝑟𝑒𝑐 . For the weight for the recommendation task in loss 𝜆𝑟𝑒𝑐 , we set
the selection range to { 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 } and conduct repeated experiments. The recommendation
performance remained relatively stable and favorable during the pre-training phase across most main task loss
weight ranges. In particular, the Steam dataset is almost unaffected by variations in this weight. For the XMrec-CN
and XMrec-MX datasets, while smaller weight allocations lead to a decline in recommendation performance,
performance stabilizes and remains strong when the weight exceeds approximately 0.5. Conversely, for the
XMrec-AU and XMrec-BR datasets, larger weight allocations—especially those exceeding 0.6—result in a sharp
decline in recommendation performance. However, within the remaining range, performance remains relatively
strong.

5.3.4 Weight for regularization 𝜆Θ. For the weight for regularization 𝜆Θ, we set the selection range to { 10e-3,
10e-4, 10e-5, 10e-6, 10e-7, 0 } and conduct repeated experiments. We found that the choice of regularization weight
has a unique and significant impact on different datasets, with each dataset exhibiting a distinct "preferred"
value. For the Steam dataset in Figure 6, 10e-4 is the optimal choice. Smaller values lead to a sharp decline in
performance, while slightly larger values cause a minor performance drop. For the XMrec-CN, XMrec-MX, and
XMrec-AU datasets in Figures 7 to Figure 9, 10e-7 is the optimal choice. Despite being an extremely small weight,
it remains crucial. Setting it to zero resulted in a substantial decline in recommendation performance. For the
XMrec-BR dataset in Figure 10, 10e-5 is the best choice, as both slightly larger and smaller values lead to a
near-complete loss of recommendation performance.

5.4 Cold-start
EPRHSE incorporates auxiliary tasks involving attributes and relations during pre-training, enabling it to address
the cold-start problem. To demonstrate this, we conceal all relevant user-item interactions for varying proportions
of users and then rerun our model. We compare the results of EPRHSEwith a variant that is without auxiliary tasks
named EPRHSE_w/o_auxiliary, and four pre-trained baselines (GCC, SGL, AttriMask, UPRTH). The experimental
results are presented in Figure 11, where the red line represents EPRHSE. Each row corresponds to the results
for a specific dataset, with the four columns from left to right representing Recall@10, Recall@20, NDCG@10,
and NDCG@20. We conducted experiments using five selected points { 0.1 0.2, 0.3, 0.4, 0.5 }, which indicate the
proportion of users without historical interaction data. This proportion can also be interpreted as the fraction
of isolated nodes. We find that: (1) Overall, EPRHSE (red line) maintains strong performance in the cold-start
scenario, which we attribute to the auxiliary tasks. Notably, on the XMrec-AU dataset, as the proportion of
cold-start users increases, Recall@10,20 and NDCG@10,20 exhibit a clear upward trend, even surpassing the
performance in scenarios where user-item interaction information is not masked. On the XMrec-BR dataset,
EPRHSE does not significantly outperform the best baseline UPRTH, especially when the cold-start user ratio is
20%. However, its overall performance remains stable and is not heavily affected by changes in the inductive ratio.
When all auxiliary tasks are disabled (green line), the recommendation performance of EPRHSE_w/o_auxiliary
drops sharply compared to both EPRHSE and UPRTH, yet it remains comparable to the other baselines. (2) For
the Steam dataset, both EPRHSE and its variant EPRHSE_w/o_auxiliary are mainly unaffected by the proportion
of cold-start users and achieve strong recommendation performance. In contrast, AttriMask and UPRTH exhibit
a slight downward trend, albeit with minimal fluctuation. This suggests that incorporating the hypergraph
structural entropy pooling module provides more excellent benefits for improving performance on the Steam
dataset than adding auxiliary tasks.
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Fig. 11. Recall@{10,20} and NDCG{10,20} performance on the cold-start scenario for five datasets.
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5.5 Time analysis
We assess efficiency by measuring the average runtime of EPRHSE and other models. To ensure fairness, we set
the number of pre-training epochs for all pre-trained models to 800 and the number of fine-tuning epochs to
200. The total number of epochs for models without pre-training is set to 1000. For EPRHSE, we also report the
runtime required to construct three-dimensional encoding trees for the user-item, item-category, and item-rating
tasks. This process can be considered part of the data preparation stage, but it is not included in the model runtime
mentioned earlier. As shown in Table 8, the "encoding tree" construction for the XMrec-MX and XMrec-AU
datasets is executed on the CPU, as the GPU memory of our server is insufficient to handle these large datasets.
Due to the addition of pooling and unpooling layers in the encoder, EPRHSE performs more extensive information
aggregation per epoch compared to other HGCN-based models like HGNN, AttriMask, and UPRTH, resulting
in increased runtime. Overall, the increase in runtime remains within an acceptable range. Compared to all
baselines, EPRHSE exhibits a moderate runtime, being slower than LightGCN, DirectAU, UltraGCN, HGNN, HCCF,
AttriMask, and UPRTH but faster than DHCF, NCL, XSimGCL, LightGCL, GCC, and SGL. Furthermore, EPRHSE
outperforms all baseline models. We believe sacrificing some computational time for enhanced recommendation
performance is a worthwhile trade-off.

Table 8. Average time per run for EPRHSE and all baselines. The italicized results represent the time taken on the CPU, while
the regular font indicates the time taken on the GPU. (Unit: Second)

Datasets Steam XMrec-CN XMrec-MX XMrec-AU XMrec-BR

encoding tree 25.2 7.4 1138.5 1468.4 26.1
EPRHSE 77.2 60.1 321.9 197.1 106.3

LightGCN 37.3 15.8 72.2 128.5 51.7
DirectAU 81.1 34.6 115.5 203.6 119.6
UltraGCN 31.8 14.8 62.2 103.8 44.8
HGNN 29.7 15.4 55.0 113.7 33.0
HCCF 53.8 29.7 259.1 244.0 73.6
DHCF 273.6 120.1 568.6 777.5 292.4
NCL 468.3 205.7 2113.6 948.3 501.6

XSimGCL 172.1 75.3 1179.1 510.6 194.8
LightGCL 100.8 111.2 1876.9 692.7 132.8

GCC 255.1 207.8 300.8 290.6 212.4
SGL 508.4 433.7 434.0 516.8 435.1

AttriMask 44.1 30.7 84.3 110.8 35.0
UPRTH 68.3 43.6 248.2 174.4 94.8

The analysis of model runtime not only considers the execution time per epoch but also the convergence
speed. Therefore, we compared the fine-tuning curves of five pre-trained models, including EPRHSE, to further
investigate this aspect. Figure 12 illustrates the performance variation of Recall@10 and NDCG@10 over 250
fine-tuning epochs on the XMrec-BR dataset. The inset magnifies the first 50 epochs, highlighting key results for
a more detailed examination. Our key findings are as follows: (1) Overall, EPRHSE exhibits a fast convergence
rate while maintaining long-term stability. In contrast, UPRTH converges the slowest and experiences significant
performance drops in later stages. While GCC, SGL, and AttriMask quickly reach their peak performance, their
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Fig. 12. Recall@10 and NDCG@10 results on the XMrec-BR dataset during fine-tuning of 250 epochs.
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overall effectiveness remains low. For example, NDCG@10 exhibits sharp fluctuations in the latter half of training.
(2) EPRHSE, UPRTH, and SGL demonstrate a clear upward trend in the early fine-tuning stages, whereas GCC and
AttriMask follow a spiral-like ascent characterized by sharp rises and falls during training. For instance, GCC’s
Recall@10 initially climbs to 4.1 at epoch 10 but then abruptly drops to approximately 0.7 before recovering
to 8.1 around epoch 21. (3) EPRHSE starts with the highest initial performance, indicating the effectiveness of
pre-training. Specifically, its Recall@10 reaches 4.9, and NDCG@10 reaches 3.9 immediately after pre-training,
whereas SGL, GCC, and AttriMask only achieve around 0.1, and UPRTH achieves 3.3 and 2.3.

5.6 Visualization on Graph and Embedding

(a) 387 comms on Layer1 (Cl) (b) nodes in all 7 connected comms (Cl) (c) nodes in one comm (Cl)

(d) 387 comms on Layer1(Fd) (e) nodes in all 7 connected comms (Fd) (f) nodes in one comm (Fd)
Fig. 13. Visualization on the Steam dataset with "item-cate" task.

5.6.1 Graph visualization. In this section, we visualize the results of hierarchical community partitioning using
hypergraph structural entropy on the Steam dataset, focusing on three types of tasks: "item-cate", "item-rate",
and "user-item". As shown in Figure 13, we present the visualization results for the "item-cate" task. The first
row of subfigures displays the layout generated using the "Circular" layout method, while the second row
shows the results using the "Force-directed" layout. Figure 13(a) illustrates the inter-community connections
among the 387 communities obtained after one level of partitioning via hypergraph structural entropy. Each
node represents a community, corresponding to Layer 1 in Table 6. Figure 13(b) shows the intra-community
connections of all items within the seven connected communities in Figure 13(a), where each node represents
an individual item. Figure 13(c) provides a zoomed-in view of a single community from Figure 13(a), depicting
the internal structure among items within that community. This can be regarded as a local magnification of
Figure 13(b). Figure 13(d), Figure 13(e), and Figure 13(f) present the same content as Figure 13(a), Figure 13(b),
and Figure 13(c), respectively, but rendered using a ’Force-directed’ layout strategy. Figure 14 presents the
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(a) 666 comms on Layer1 (Cl) (b) nodes in all 9 connected comms (Cl) (c) nodes in one comm (Cl)

(d) 666 comms on Layer1 (Fd) (e) nodes in all 9 connected comms (Fd) (f) nodes in one comm (Fd)
Fig. 14. Visualization on the Steam dataset with "item-rate" task.

(a) nodes in 5 connected comms (Cl) (b) nodes in one comm (Cl)

(c) nodes in 5 connected comms (Fd) (d) nodes in one comm (Fd)
Fig. 15. Visualization on the Steam dataset with "user-item" task.
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results for the "item-rate" task, constructed using the same methodology as Figure 13, and is therefore not
discussed in detail. Figure 15 illustrates the results for the "user-item" task. As shown in Table 6, Layer 1 produces
1,726 communities, which are too numerous for direct visualization. To enhance clarity, we selected the user
nodes from 5 interconnected communities for visualization in Figure 15(a) and Figure 15(c). Additionally, one of
these communities is magnified to generate Figure 15(b) and Figure 15(b). The three sets of visualizations also
intuitively demonstrate the effectiveness of hypergraph structural entropy in hierarchical community partitioning.
It successfully groups closely connected nodes together, which facilitates the subsequent learning of group-level
representations for users and items, ultimately benefiting recommendation performance.
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Fig. 16. t-SNE visualization of user and item embeddings on the XMrec-BR dataset.

5.6.2 Embedding visualization. We compare the embedding distributions learned by EPRHSE, UPRTH, and
AttriMask across five datasets, using t-SNE for two-dimensional visualization. As shown in Figure 16-Figure 20,
the three small plots in the first row correspond to the embeddings obtained after pre-training, while the three
plots in the second row show the final embeddings. Orange nodes represent users, and blue nodes represent items.
We make the following observations: First, the embeddings obtained from EPRHSE pre-training exhibit more
hierarchical community structures compared to the other two models. Specifically, they contain communities of
varying sizes, relatively dispersed points, and differing proximities between communities. This is desirable, as the
pre-training stage aims to integrate information from different tasks to form representative embeddings for both
users and items. In contrast, UPRTH embeddings tend to be overly clustered within communities, which may
result in loss of individualized information or overfitting, likely due to the TA layer fusion. AttriMask embeddings,
on the other hand, show user and item embeddings that are excessively dispersed—either forming dense clusters
or isolated points—resulting in extreme distributions. Second, considering the final embeddings, EPRHSE not
only preserves the hierarchical community structure established during pre-training but also aligns user and
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Fig. 17. t-SNE visualization of user and item embeddings on the XMrec-CN dataset.
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Fig. 18. t-SNE visualization of user and item embeddings on the XMrec-AU dataset.
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Fig. 19. t-SNE visualization of user and item embeddings on the Steam dataset.
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Fig. 20. t-SNE visualization of user and item embeddings on the XMrec-MX dataset.
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item embeddings at the group level. This alignment facilitates top-k group-level recommendations and helps
explain why EPRHSE achieves superior performance at @20. By contrast, the final embeddings of UPRTH and
AttriMask either remain overly compact (forming a single dense cluster) or exhibit overly discrete, point-to-point
alignment between users and items, which is detrimental for recommendation tasks.
Based on the above observations, we summarize the desirable properties of embedding distributions: good

embeddings should form hierarchical communities that reflect group-level profiles without overly merging nodes
so as to lose individual-specific information. Within each community, points should not be too tightly clustered,
as high intra-cluster similarity can lead to redundancy. Finally, the alignment between user and item embeddings
should occur at the group level rather than on a one-to-one basis, since one-to-one alignment may also introduce
excessive redundancy.

6 RELATED WORK
In this section, we summarize the related literature, baselines, and approaches related to the proposed framework.
It is primarily divided into three parts: recommender systems (Section 6.1), hypergraph learning (Section 6.2),
and structural information theory based applications (Section 6.3).

6.1 Recommender Systems
Recurrent neural networks [33, 51, 77] are widely used for session-based recommendations due to their unique
handling of time-series data. Convolutional neural networks [32, 78, 83] enhance expressive power by capturing
local and global latent features. Additionally, transformers [42, 75] facilitate information interaction and transmis-
sion through attention mechanisms, modeling dependencies between users and items. Existing methods typically
optimize their models by leveraging social recommendations, pre-training techniques, and knowledge graphs (KG)
to address data sparsity and cold-start problems. Social recommendations involve constructing heterogeneous
graphs [98, 115], hypergraphs [114], and star-structured graphs [41], etc., to predict unknown user preferences
using direct or indirect social relationships and group interests [55, 79, 99, 105]. This approach helps mitigate
the problem of sparse user-item interaction data [91], ultimately enhancing the quality of recommendations.
Pre-training methods often supplement user representations with rich unlabeled domain content [57, 70] and
fine-tune them for specific tasks to improve recommendation performance in the cold-start scenario [31, 58, 80].
Accurate recommendations require surpassing the modeling of user-item interactions and considering side
information. Knowledge graphs, due to their inherent semantic relationships between entities, are often uti-
lized as a source of side information [86, 109]. By linking items with attributes, knowledge graphs break the
assumption of independent interactions [89] and facilitate fine-grained, structured relationship modeling [85, 90].
Furthermore, knowledge graphs are also used for visual reasoning to enhance the interpretability of recommen-
dations [12, 50, 103]. New technologies like diffusion [60], LLM [54] and agent [119] nowadays are also applied
for recommendation.

6.2 Hypergraph Learning
Due to its ability to connect any number of nodes with hyperedges, hypergraphs have an advantage in modeling
associations and high-order relationships in data, as real-world data correlations are often more complex than
pairwise relationships [27, 112]. Therefore, hypergraphs have been widely used in tasks such as classification [76],
biology [28], group dynamics [19], disease prediction [73], and recommender systems [108]. Hypergraphmodeling
can be divided into explicit and implicit methods. Explicit modeling directly utilizes the information contained in
the dataset as hyperedges, such as attribute-based and network-based methods. Implicit modeling, on the other
hand, requires computational processing to obtain hyperedges, such as distance-based and representation-based
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methods. This paper adopts an explicit modeling approach. Hypergraph learning aims to preserve structural
and semantic information in low-dimensional vectors ideally. It can be categorized into three types: spectral
learning, neighborhood preserving, and neural network-based methods. Most cases involve learning based on
known hypergraph structures and node features. Dynamic hypergraph structure learning updates the hypergraph
structure while optimizing the target task [121]. Additionally, research on geometric hypergraph learning [21],
distributed hypergraph learning [35], hypergraph attribute learning [36], hypergraph convolution and atten-
tion [4], and pre-trained hypergraph learning [107] has enhanced representation learning capabilities. However,
existing hypergraph learning faces the challenge of capturing group relationships [3]. Each hyperedge represents
an indivisible relationship among a group of nodes, and such high-order relationships are difficult to capture
during the embedding learning process. The proposed EPRHSE addresses this issue by learning the hierarchical
structure among nodes, i.e., group high-order relationships, using hypergraph structural entropy, and utilizing
this to enhance the embedding learning process.

6.3 Structural Information Theory based Applications
The Structural Information Theory decoding network’s ability to capture the structure’s essence has been validated
in many applications. The hierarchical nature of the structure entropy encoding tree provides new methods
for hierarchical structure pooling [96] and dimension estimation [111] in graph neural network, unsupervised
image segmentation [104, 116], state abstraction [118] and role discovery [117] in reinforcement learning, social
bot detection [67, 110], and unsupervised social event detection [11]. Additionally, reconstructing the graph
structure on the hierarchical encoding tree suppresses edge noise and enhances the learning ability of the graph
structure [123, 124]. Introducing structural entropy in neural networks captures the underlying connectivity graph
and reduces random interference [93]. Similarly, the anchor view, guided by the principle of minimizing structural
entropy, improves the performance of graph contrastive learning [95]. Furthermore, modifying the network
structure based on minimizing structural entropy achieves maximum deception of community structure [56].
Based on the homogeneous graph structure entropy, the study of multi-relational graph structure entropy [10]
further extends the structural information theory, making it suitable for more complex scenarios.

7 CONCLUSION
This paper investigates a new enhanced pre-training framework based on hypergraph structural entropy for
recommendation. The proposed EPRHSE encodes the topology of the recommender system. By developing a pre-
training framework that integrates auxiliary tasks, we have effectively captured the heterogeneous relationships
between users (items) and addressed the sparsity of interactions between users and items. Furthermore, by
incorporating structural information theory into hypergraph learning, we achieve hierarchical user (item)
community divisions in constructing high-dimensional encoding trees, thoroughly exploring the topological
structure within hypergraphs. Hypergraph pooling guides the improvement of the model architecture and allows
for the extraction of global dependencies. Thus, it enhances the simulation of social diffusion processes and
improves node embedding. Experimental results indicate that EPRHSE outperforms baseline models regarding
Recall and NDCG while demonstrating strong stability and high performance in the cold-start scenario. Our
work demonstrates the potential of structural information theory in hypergraph learning and may open new
directions in hypergraph structure entropy. In the future, we aim to explore other hypergraph learning methods
from a structural perspective and extend hypergraph learning to additional research domains.
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