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Abstract

With the explosive growth of multimodal data streams on so-
cial media, the timely detection of emerging social events has
become increasingly important. As a result, Multimodal So-
cial Event Detection in open-world settings is receiving grow-
ing attention. However, most existing methods face two major
limitations: (1) They overlook the dynamic nature of open-
world social media data and fail to design dedicated incre-
mental learning frameworks. (2) They ignore the impact of
noise in streaming data, leading to performance degradation
over long-term detection. To overcome these limitations, we
propose SelnEvent (Structural Entropy Guided Incremental
Learning for Open-World Multimodal Social Event Detec-
tion). Our innovations are as follows: First, considering data
dynamics, we design a self-supervised alternating incremen-
tal contrastive learning mechanism. Through knowledge dis-
tillation, historical event clusters were reviewed and con-
solidated, and contrastive learning was combined to absorb
knowledge of unknown events, ultimately achieving incre-
mental learning without labels. Second, addressing the im-
pact of noise, we propose a Pointwise Structural Entropy-
based noise filter, which quantifies each sample’s informa-
tional contribution to the event clustering structure. It enables
automatic removal of noisy data and supports robust long-
term detection. Extensive experiments on two public datasets
demonstrate that SeInEvent achieves superior performance.

Introduction

Social media platforms (e.g., Twitter, Facebook, Instagram)
have become major channels for real-time information dis-
semination and public engagement, continuously produc-
ing massive streams of multimodal user-generated content
(text, images, videos). These data streams encode valuable
signals about real-world social events, such as natural dis-
asters, large gatherings, and cultural celebrations. Accu-
rate and timely detection of such events—characterized by
temporal, spatial, and semantic attributes—is essential for
understanding social dynamics, analyzing public opinion,
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Figure 1: The traditional models during long-term detection:
the early model performs well, the mid-term model shows a
decline in performance, and the late model performs poorly.

and supporting crisis response (Zhang et al. 2024). Early-
stage social event detection thus presents a core challenge
for intelligent systems in domains including emergency
management (Beck et al. 2021), opinion analysis (Pohl,
Bouchachia, and Hellwagner 2012), and political decision-
making (Marozzo and Bessi 2018). As a result, Multimodal
Social Event Detection (MSED) in open-world settings has
received growing attention in recent years.

The core task of MSED is to automatically identify
and aggregate messages from massive, heterogeneous data
sources that refer to the same real-world event, thereby
forming semantically coherent event clusters (Zhou et al.
2020). In open-world settings, social media data is contin-
uously generated in a streaming manner, and social events
themselves evolve dynamically over time. This necessitates
that MSED systems not only capture streaming data ef-
fectively but also exhibit lifelong learning capabilities to
adapt to both the evolution and emergence of events. Given
these requirements, open-world MSED faces two fundamen-
tal challenges: (1) The high dynamics of data in the open
world. Social events in open-world environments are inher-
ently dynamic, with newly emerging events often display-
ing previously unseen characteristics. Without incremental
learning capabilities, models rapidly become outdated (as
illustrated in Figure 1). Most existing SED methods (Cao
et al. 2021; Peng et al. 2021) rely on supervised learning
with static datasets, which is suitable for offline, one-time



training but poorly suited to streaming scenarios. A recent
study (Cao et al. 2024) employs clustering to handle stream-
ing data but fails to leverage insights from historical events.
By contrast, incremental learning—which continuously up-
dates the model—offers a promising direction. Traditional
incremental methods (Qian et al. 2025; Jin et al. 2021) mit-
igate catastrophic forgetting by maintaining a buffer of his-
torical samples. However, these approaches remain inade-
quate in the context of open-world MSED, where the pri-
mary focus lies not in remembering past samples but in ef-
fectively detecting novel events. The core problem of incre-
mental learning in open-world MSED is that, after the model
has been exposed to many events, it tends to confuse the
representations of different events, leading to blurred deci-
sion boundaries and degraded performance. (2) The chal-
lenge of noise interference in the open world. Open-world
social media streams are inundated with noisy content. In-
corporating such noise into the incremental learning process
contaminates the model’s representation space, blurs clus-
ter boundaries, reduces cluster purity, and progressively im-
pairs the accuracy of novel event detection. Manual noise fil-
tering is impractical and incompatible with the automation
and real-time requirements of streaming data processing in
open-world scenarios. Yet, current research in both incre-
mental learning and the SED domain has largely overlooked
the pervasive presence of noise in streaming data. Conse-
quently, devising mechanisms to automatically filter noise
from streaming data remains a critical challenge for open-
world MSED.

Facing these challenges, we propose SelnEvent, a self-
supervised framework designed to support continual MSED
in open-world environments. To address Challenge 1, we
introduce a fully self-supervised alternating incremental
contrastive learning framework that interleaves knowledge
distillation-based retrospection with new knowledge acqui-
sition. The retrospection phase distills knowledge from the
current model into the updated model, preserving histor-
ical event cluster representations. In parallel, the acquisi-
tion phase enhances the model’s understanding of emerg-
ing events via self-supervised contrastive learning on newly
arrived data. This framework operates entirely without man-
ual annotations throughout both pretraining and all incre-
mental stages. To address Challenge 2, we propose a novel
Pointwise Structural Entropy (PSE)-based noise filtering al-
gorithm. By quantifying each sample’s information contri-
bution within the clustering graph, PSE dynamically fil-
ters out outliers and low-information noise, retaining only
high-quality core samples for incremental learning. Through
these mechanisms, SelnEvent enables robust MSED with
long-term cluster stability and effective knowledge retention
in open-world scenarios.

Our main contributions are as follows: 1) We propose
SelnEvent, an incremental learning framework designed for
open-world, multimodal, and streaming social event detec-
tion. To the best of our knowledge, the open-world MSED
has not been studied. 2) We propose a novel self-supervised
alternating incremental contrastive learning strategy. It con-
solidates historical event clusters via knowledge distillation
and learns emerging events through contrastive learning on

new data, achieving stable knowledge retention and con-
tinual adaptation without manual annotations. 3) We first
propose a PSE-based noise filtering mechanism, which dy-
namically quantifies the informational value of each sam-
ple within the clustering structure, automatically identifies
and removes noisy instances, and significantly enhances the
robustness of incremental learning as well as the purity of
event clusters.

Preliminary
Task Definition

Given a set of social messages M = {my,...,my}, where
each message m,, = {T},, I,} is a text-image pair, the goal
of MSED is to partition M into a set of disjoint clusters
P = {p1,...,p;}, where each cluster p, represents a dis-
tinct social event. These clusters satisfy p; N p; = 0 for
i # 7, and jointly cover all messages: p1 U...Up; = M.

Encoding Tree and Structural Entropy

Structural Entropy (SE) (Li, Li, and Pan 2015; Li and Pan
2016) is a graph structure information measurement indica-
tor based on an encoding tree. SE has a good effect in mea-
suring clustering quality (Sun et al. 2024).

Given a graph G = (V, E), the encoding tree 7 includes
all nodes V' as leaf nodes. Each node «vin 7 corresponds to a
partitioning of message nodes, with the set 7o, = v}, ..., vJ,
representing the successor nodes of . The root node A of T
has the set 7, = V/, indicating no partitioning. For each node
a in T (excluding A), the height h(«) is one less than that
of its parent node. The root node A has a height of 0. The
height of 7 is the maximum height among all nodes in 7.

SE is calculated based on the encoding tree, and any en-
coding tree 7 corresponds to its SE. The 2-dimensional SE
(2D SE) represents the stability of the node partition in graph
G and also represents the quality of clustering (The smaller
2D SE is, the better.). 2D SE is calculated as follows:
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where n; is the number of nodes in partition e;, dz is the
weighted degree of the i-th node in e;, Vj is the sum of the
weighted degrees of all nodes in partition e;, Py, is the sum
of the weights of the cut edges in e;, and w denotes the sum
of the weighted degrees of all nodes.

Pointwise Structural Entropy

PSE usually indicates the uncertainty or complexity of the
information surrounding a particular node. For a node in par-
tition Taj, whose PSE is calculated as:
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The larger PSE indicates that the node may not belong to the
current community or even the node may belong to the noisy
data.
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Figure 2: Detailed design of our proposed SelnEvent. In Phase 1, self-supervised contrastive learning is employed to pretrain

the model and obtain robust representations. In Phase 2, a cl

ustering algorithm based on SE is applied for MSED. In Phase 3,

noise filtering is first conducted on incoming data, followed by alternating incremental contrastive learning to update the model.

Methodology

We describe SelnEvent in detail, as shown in Figure 2.

Initial Model Training

Positive Sample Construction. To ensure SelnEvent op-
erates without reliance on supervised labels, we adopt
a label-free contrastive learning strategy without negative
samples, a proven approach in prior work (Grill et al. 2020;
Chen and He 2021). Positive samples are generated via a
Multimodal Large Language Model (MLLM) using Visual
Question Answering (VQA) on original messages to recon-
struct semantically aligned pairs. To enrich the construction
of positive samples, we focus on three key attributes of a
multimodal message: event type (e.g., sports, disaster, con-
flict), event theme (e.g., post-earthquake recovery, coastal
evacuation), and image caption, which integrates visual
context. Subsequently, the answers from MLLMs are con-
catenated with the original text to form enhanced text. See
the Appendix for the prompts. We employ InstructBLIP (Li
et al. 2023) to enhance textual content from both modalities:

3

where T, and I,, denote the original text and image, and
T.,, is the enhanced text.

Ten = BLIP<TOT‘7 Ior)7

Multimodal Event Encoder. To transform multimodal
messages into unified vector representations, we employ
a Multimodal Event Encoder (ME-Encoder), illustrated
in Figure 2. First, text embeddings are extracted using

SBERT (Reimers and Gurevych 2019), and image fea-
tures are obtained via a frozen pre-trained Vision Trans-
former (ViT) (Dosovitskiy 2020). Then, a bidirectional
cross-attention mechanism facilitates interaction between
these text and image features. Finally, the attended fea-
tures are adaptively fused into the final message embedding
Fressage Using a learnable weight o

“4)

where 0 < o < 1 1is learnable. This process enables the pro-
posed ME-Encoder to produce a compact representation that
captures the multimodal information within each social me-
dia message, suitable for subsequent event detection tasks.

Fmessage = Q- Ftemt + (1 - Oé) ' Fimagea

Training Objective. To eliminate the reliance on sam-
ple labels, we adopt a self-supervised contrastive learn-
ing approach without using negative samples. Specifically,
both the enhanced and original data are passed through two
weight-sharing ME-Encoders. In order to facilitate the sta-
bilization of the training model, a two-layer multi-layer per-
ceptron (MLP) predictor was added to the branch that pro-
cesses the raw data. Contrastive learning is then employed
to maximize the similarity between the outputs of the ME-

Encoders:
FO’I" Fen

[Forlly NFenlly
where F,, denotes the ME-Encoder output for the original

data after passing through the predictor, and F¢,, denotes the
output for the enhanced data.

Ly = &)



Algorithm 1: Clustering Based on SE

Input: Message graph G, with n nodes.
Output: Clustering result P.

1: T < Run hierarchical clustering and obtain a cluster
tree.
2: Set SE =0, seti=1.
3: while i < n do
. P; < Obtain the clustering results P; under the clus-
ters for ¢ according to Ty,

se; < Calculate the 2DSE of P; according to Eq. (1).

add to
SE "<& se;

t=14+1
end while
ipset = arg max(SE) + 1
P =P, ., < Optimal clustering results.
return P

TYReI

—

Algorithm 2: PSE-based noise filtering

Input: Message graph Gy with noise. Detection results P.
Hyperparameter p (0 < pp < 1).

Output:G- without noise.

1: for each p; in P do

2 Set PSE = (). Set Go = Gn.

3 for each m; in p; do

4 ney,, < Calculate PSE based on Eq. (2).
5 PSE LY Nem, -

6: end for

7. PSEuuer = {z |2z € PSE and x > mean(PSE)}
8: a = average(PSE yer) - (1+ ).

9:  for each ne,,, in PSE do
10: if ne,,, > a then
11: Gc =Gc -m;.
12: end if
13:  end for
14: end for

15: return G

Message Clustering

This process is inspired by HISEvent (Cao et al. 2024),
which first constructs a graph and then applies graph clus-
tering. In contrast, while HISEvent adopts a greedy iterative
search for the optimal encoding tree, we integrate hierarchi-
cal clustering to eliminate such costly iterations, resulting in
improved efficiency.

Message Graph Building. We model it as a graph (Gyy)
with two types of edges: feature similarity-based edges (Es)
and shared attribute-based edges (£,). For Eg, each node
is connected to the node with the most similar PLM output.
Edge weights are determined by the cosine similarity be-
tween the connected nodes. For E,, nodes are linked based
on shared attributes, such as posts from the same user, posts
with a common hashtag (#), or posts mentioning the same
account (@).

Clustering Based on SE. To cluster messages without
predefining the number of events, we employ the Cluster-

ing Based on SE algorithm, as detailed in Algorithm 1. The
algorithm takes the constructed message graph Gy, as input.
First, it applies a hierarchical clustering algorithm to gener-
ate a hierarchical clustering tree (7;,) (Line 1). Each layer of
Ty, corresponds to a clustering result, for which we compute
the 2DSE (Lines 3-8). The clustering result with the small-
est 2DSE is selected as the final output (Lines 9-11), as a
lower 2DSE indicates better clustering quality.

Model Iterating

After MSED, Selnevent will perform model iteration. Di-
rectly using all of them for incremental learning may blur
cluster boundaries and degrade cluster purity. To address
this, we first apply PSE-based noise filtering, followed by
alternating incremental contrastive learning.

PSE-based noise filtering. To filter out noise and low-
quality data, we propose a novel PSE-based noise filtering
algorithm, as outlined in Algorithm 2. For each cluster in
G, the process proceeds as follows. First, we compute the
node entropy for each node in the cluster and store it in
the set PSFE (Lines 3-6). Next, we determine the thresh-
old a using PSFE ;e (Lines 7-8), where PSFE ;- consists
of all values in PSFE that exceed the average entropy. Fi-
nally, nodes with entropy above the threshold are identified
as noise and removed to refine the dataset (Lines 9-13).

Alternating Incremental Contrastive Learning. To
keep SelnEvent up-to-date, we introduce an alternating in-
cremental contrastive learning, as illustrated in Phase 3 of
Figure 2. New messages are first filtered to remove noise,
yielding clean inputs for learning. Unlike initial training, in-
cremental learning must preserve prior knowledge. To this
end, we employ a distillation module (see Previous Model
in Phase 2 of Figure 2) that transfers knowledge from the
frozen ME-Encoder and Predictor of the previous model.
Meanwhile, the two shared-weight ME-Encoders are reused
from Phase 1. During training, each batch of clean data is
split: 50% is used for distillation with the previous model,
and 50% for acquiring new knowledge through the current
ME-Encoder. Extensive experiments show that fixing the
data ratio and adjusting the balance between the two pro-
cesses via their loss weights leads to more stable model
training.

Iterating Objective. The adaptive incremental learning
phase incorporates two loss functions: the distillation loss
(L2), which preserves previously learned knowledge, and
the contrastive loss (L3), which facilitates the acquisition of
new knowledge. To enhance the model’s learning process,
we unify these two losses as follows:

For Fpre _ Fo’r F
[Forlly 1 Eprelly” 1Forlly T Fenll,

where F},,.. represents the output of the previous model. Ul-
timately, the total loss (Lj,) is the sum of the two losses
mentioned above:

Elnzﬁ'ﬁZ"_(l_ﬂ)'ﬁSv (7)

where [ is a hyperparameter used to control the weights of
the two types of losses, and 0 < 3 < 1.

52:_ 7()



Metrics [ BERT SBERT HISEvent | MMBT SCBD CLIP OWSEC BLIP2 LLaVA MFEK ODII | SelnEvent Improv. (%)
ART .03 .59 72 .58 73 79 T4 .60 .65 75 2 .80 !
NMI .07 .67 .76 .57 78 76 .80 .68 .69 .79 75 81 T1
AMI .07 .66 75 .57 78 75 .80 .68 .69 .79 .76 81 T1

Table 1: (RQ1) MSED in the closed world. The best results are bolded, and the second-best results are underlined.

Mothods T, 7, 7, 7, 7 T, 7
S |FART NMI AMI [ ART NMI AMI | ART NMI AMI | ART NMI AMI [ ART NMI AMI [ ARl NMI AMI | ART NMI AMI
BERT 15 15 15 [ 22 29 29 [ 08 I8 A7 | .05 24 24 | 21 21 20 | 30 39 39 [ 09 .13 .12
SBERT 30 44 A4 | 44 52 52 | 21 38 37 | 45 62 62 | 53 65 65 | .67 1 71| 30 45 45
HISEvent || .18 40 29 | 19 40 28 | .10 39 23 | 55 72 1 | 42 61 59 | 22 41 29 | 16 44 43
MMBT 12 10 10 [ Il .00 .10 | 12 I3 .12 |09 08 08 [ .10 11 12 | .15 12 .3 | 05 08 .08
SCBD 19 24 24| 28 30 30 | .6 21 21 | .19 26 26 | .10 A5 A5 | 25 24 24 | 05 .08 .09
CLIP 64 67 67 |70 0 70 | 30 49 49 | 54 69 69 | 86 .85 .84 | 84 85 .85 | 09 20 .19
OWSEC || 21 23 23 |29 32 32| 15 .19 .19 | .19 27 26 | .15 17 .16 | 27 25 25 | 02 .09 .09
BLIP2 42 44 44 | 39 39 38 | 26 A3 A2 | A1 .19 .19 | 21 30 26 | 37 41 41 | 15 .16 .18
LLaVA 45 46 46 | 40 42 42 | 30 48 48 | 30 31 31 | 44 43 43 | 45 48 48 | 20 23 23
MFEK 34 36 36|29 30 30| 30 30 30 | .08 25 25 | .6 A5 17 | 29 26 25 | 07 .18 .18
ODII 33 32 32 | 28 30 29| 25 27 27| .14 13 13 | .16 A5 1S | 28 28 28 | 03 .10 .11
SelnEvent || .95 .93 .93 [ 99 97 97 | 97 93 93 91 88 88 | 82 8T 81 [ 96 94 94 | 32 49 50
Improv.(%) || 148 139 139 | 141 139 139 | 1223 190 190 169 128 128 | |5 [5 14 | 114 411 111 | 160 {113 1117

Table 2: (RQ1) MSED in the open world. The best results are bolded, and the second-best results are underlined.

Experiments

We conduct comprehensive experiments to evaluate Seln-
Event. Specifically, we aim to answer the following research
questions: RQ1: Compared to existing methods, how does
SelnEvent perform on MSED tasks in offline and incre-
mental scenarios? RQ2: How does each proposed mod-
ule contribute to the overall performance? RQ3: How ro-
bust is SeInEvent when facing different hyperparameters or
MLLMSs choices? RQ4: In latent space, does the proposed
incremental strategy learns a clear clustering boundary?

Experimental Setup

Datasets. We use two public datasets: CrisisMMD (Alam,
Ofli, and Imran 2018) and NED (Lin, Xie, and Li 2024).
CrisisMMD consists of 7 events, making it more suitable for
MSED in a closed environment due to its limited event di-
versity. Thus, we apply stratified sampling to divide it into a
training set, validation set, and test set in a 7:1:2 ratio. NED
comprises 40 events spanning ten years, making it ideal for
simulating incremental learning scenarios in an open-world
setting. We define the first three years as the initial message
block My, while each subsequent year from the fourth on-
ward is treated as a separate message block M, ..., M;.

Baselines. We compare SelnEvent against two categories
of baselines. Unimodal baselines: BERT (Devlin et al.
2019): A pre-trained language model fine-tuned on our
dataset. SBERT: A sentence-transformer model with en-
hanced semantic representation, also fine-tuned on our data.
We perform SED by applying K-means clustering to their
output features. HISEvent: An unsupervised method based
on structural entropy minimization, representing the cur-
rent state-of-the-art in unimodal event detection. Multi-
modal baselines: MMBT (Kiela et al. 2019): Uses a Trans-
former to fuse textual and visual features for classifica-
tion. SCBD (Abavisani et al. 2020): Fuses multimodal
features via a cross-attention mechanism. CLIP (Radford
et al. 2021): Trained with contrastive learning on large-scale
image-text pairs; we use its fused image-text embeddings.
OWSEC (Qian et al. 2023): An open-world multimodal

event classification model using masked learning. BLIP2
and LLaVA (Liu et al. 2024): Two pre-trained MLLMs;
we use pooled representations from their final hidden lay-
ers. MFEK (Lin, Xie, and Li 2024): A closed-world method
leveraging external knowledge. ODII (Yu, Hu, and Wang
2025): An open-world model that performs disaster identifi-
cation via multi-task learning. To ensure fairness, we train
MMBT, SCBD, OWSEC, MFEK and ODII under super-
vised settings and use their feature embeddings for K-means
clustering during evaluation.

Implementation Details. The proposed framework is im-
plemented in PyTorch, and all experiments are conducted on
a Linux server equipped with 8 RTX 3090 GPUs. For Seln-
Event, we set the batch size to 64 and train for 50 epochs dur-
ing initial training. In the incremental phase, the batch size
is increased to 128, with 30 training epochs, using 5 = 0.5
and p = 0.5. The model is first trained on M and evaluated
on M, then updated with M, and tested on Ma, and so on.
For baselines, the training set for evaluating M; includes all
data from M to M,;_. For K-means, the number of clusters
is set to the true number of events.

RQ1: Overall Performance

We evaluate SelnEvent in both closed-world and open-world
MSED. Results for SeInEvent and baselines are reported in
Table 1 and Table 2. All results are averages of five runs.

Closed World. In the closed world, SeInEvent delivers
the best overall performance. Among unimodal baselines,
BERT performs the worst, SBERT offers moderate gains,
and HISEvent leads unimodal models but still trails be-
hind multimodal methods, underscoring the importance of
multimodal fusion in SED. Despite extensive pretraining,
MLLMs perform poorly, suggesting limited effectiveness in
event-level modeling. CLIP surpasses unimodal baselines,
likely due to its contrastive cross-modal training. SCBD and
MEFEK perform well, proving effective in closed settings,
while OWSEC, with its masked fusion strategy, stands out
as the strongest supervised baseline. Unlike these methods,
SelnEvent is self-supervised and does not require labels or
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Figure 3: (RQ2) Results of ablation experiments. Values are
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Figure 4: (RQ2) Results of experiments about incremental
learning analysis. SeEvent is a degenerate model of Seln-
Event, i.e., no incremental learning is performed and only
the initial message M is used for training.

predefined event counts, making it more scalable and suit-
able for real-world deployment.

Open World. In the open world, SelnEvent again leads
overall, ranking first in most message blocks and narrowly
trailing CLIP on Mj5. Unimodal models follow similar pat-
terns as in the closed setting. Supervised methods like
MMBT, SCBD, OWSEC, and MFEK see notable perfor-
mance declines, revealing their dependence on training dis-
tributions and limited generalization to novel events. While
BLIP2 and LLaVA show slight improvements on M7, their
performance remains inconsistent. CLIP performs well on
select blocks, benefiting from large-scale contrastive train-
ing. SeInEvent, without retraining or storing historical data,
maintains robust performance on evolving data streams,
thanks to its alternating incremental contrastive learning and
PSE-based noise filtering.

RQ2: Ablation Study

Ablation of Components. SelnEvent comprises four key
components: image-to-text attention (Srar), text-to-image
attention (Sto7), a PSE-based noise Filter, and Learnable
Fusion within the ME-Encoder. To evaluate their contribu-
tions, we conduct ablation studies by removing each com-
ponent separately, denoted as ‘w/o X’, while keeping other
settings unchanged. For ‘w/o Learnable Fusion’, we replace
the fusion module with simple averaging. As shown in Fig-
ure 3, all components contribute to performance. In particu-
lar, the PSE-based noise Filter proves essential in mitigating
noise during incremental learning, leading to more efficient
training. The bidirectional attention mechanism facilitates
richer cross-modal feature interaction, capturing both global
context and fine details. Learnable fusion further improves
feature integration, highlighting its importance in enhancing
representation quality.

models | M Mo, M My M; M; M7
Trained on MO 0.9367 - -
Incremental on M1 | 0.9367 0.9767 - -
Incremental on M2 | 0.9367 0.9767 0.9433 -
Incremental on M3 | 0.9367 0.8894 0.9131 0.8900 -
Incremental on M4 | 0.9391 0.9770 0.9287 0.8622 0.8133 -
Incremental on M5 | 0.9391 0.8644 0.9360 0.8842 0.8123 0.9467 -
Incremental on M6 | 0.9391 0.9767 0.9433 0.8900 0.8123 0.9495 0.4267

Table 3: (RQ2) Results of robustness experiments. Values
are the average of all metrics.
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Figure 5: (RQ3) Results of hyperparameter sensitivity.

Analysis of Robustness. To evaluate the robustness of
SelnEvent, particularly its ability to retain prior knowledge
across successive iterations, we conduct experiments us-
ing the current model on earlier message blocks, as shown
in Table 3. The results demonstrate that SelnEvent effec-
tively preserves prior knowledge despite undergoing mul-
tiple rounds of incremental learning. In most cases, the
model maintains performance comparable to previous it-
erations, with only minor declines observed in certain in-
stances. Notably, SeInEvent appears to reinforce its under-
standing of earlier knowledge through the incremental learn-
ing process. For example, in experiments involving M, and
Mg, the model from the most recent iteration not only re-
tained its prior knowledge but also exhibited improved per-
formance. This suggests that SelnEvent not only preserves
existing knowledge but also promotes continual improve-
ment in comprehension, underscoring its robustness in dy-
namic environments.

Analysis of Incremental Learning. To assess the effec-
tiveness of SelnEvent in long-term detection, we compare
SelnEvent with SeEvent, which is trained only on the initial
message block. As shown in Figure 4, both methods perform
similarly at the start. However, as new message blocks ar-
rive, SeEvent’s performance deteriorates due to its inability
to adapt to evolving data distributions, resulting in a widen-
ing performance gap. In contrast, SelnEvent maintains sta-
ble accuracy over time, demonstrating the importance of in-
cremental learning for long-term robustness in dynamic en-
vironments.

RQ3: Operational Robustness

Hyperparameter Sensitivity. The hyperparameters 5 and
( are critical to SelnEvent’s incremental learning and noise



T v s vn s s e
MLLMs (Parameters) | pr—NMr—AMT | ART NMI AMI | ART NMIAMI | ART NMI AMI | ART NMI AMI | ART NMI AMI | ART NMI AMI
InstructBLIP (7B) 95 93 93 | 99 97 97 | 97 93 93 | 91 88 .88 | 82 .81 .81 | 96 .94 94 | 32 49 .50
LLaVA-V1.6 (7B) 9 8 8 | .85 8 83 | 93 90 90 | 89 8 .87 | 80 .80 .80 | .94 93 .92 | 33 44 45
DeepSeck-VL (7B) || 92 8 88 | 93 89 90 | 95 92 92 | 90 87 .88 | .82 80 .80 | 95 .94 92 | 31 45 45
Qwen2-VL (7B) 95 94 94 | 9 93 93| 95 93 94 | .91 8 87 | .82 .80 .80 | 96 93 .94 | 34 .50 .50
MiniCPM-V2(3B) || 91 87 87 | 92 89 89 | 92 90 90 | 88 85 86 | 79 78 78 | 92 90 90 | 32 40 41

Table 4: (RQ3) Results of using different MLLMs. Other hyperparameters remain consistent with the main experiment.
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Figure 6: (RQ4) Comparison of SeInEvent clustering results
with actual results and the strongest baseline. The number of
clusters is indicated in parentheses.

filtering. Specifically, 5 controls the trade-off between re-
taining prior knowledge and incorporating new information
during model updates, while p determines the strength of
noise suppression. We investigate their impact through a se-
ries of experiments, as shown in Figure . Results show that
both parameters significantly influence performance. For 3,
accuracy initially improves with increasing values but de-
clines beyond a certain point, indicating an optimal range for
balancing knowledge retention and adaptation. Empirically,
we recommend setting 5 between 0.3 and 0.7. A similar rise-
then-fall trend is observed for i, with optimal values varying
across datasets. This aligns with intuition: overly aggressive
filtering may discard useful information, while weak filter-
ing fails to suppress noise. Hence, dataset-specific tuning of
1 1s essential for optimal performance.

Analysis of MLLMs. We use several public MLLMs with
identical prompts to generate positive samples and evaluate
their effect on final performance, as shown in Table 4. Over-
all, InstructBLIP (7B) and Qwen2-VL (7B) achieve the best
results across most datasets, proving their strength in pro-
ducing high-quality positives. InstructBLIP (7B) excels on
M;—-Msg, while Qwen2-VL (7B) slightly outperforms it on
M. Other models, such as DeepSeek-VL (7B) and LLaVA-
V1.6 (7B), are competitive but slightly behind. These results
show that the choice of MLLM affects positive-sample qual-
ity and overall performance.

RQ4: Visualization

Figure 6 illustrates SeInEvent’s feature space representation
and clustering performance. Except for My, SelnEvent’s
clusters align closely with actual outcomes, showcasing its
robustness. For M7, severe class imbalance in event distri-
bution poses challenges, complicating detection. In addition,
SelnEvent does not require the number of clusters to be
specified during testing, making it more practical.

Related Work

Early Social Event Detection (SED) methods were primar-
ily text-based. Rule-based approaches (Fung et al. 2005; Fe-
doryszak et al. 2019; Singh and Kumari 2021; Hu et al.
2022) relied on predefined patterns but lacked adaptabil-
ity and achieved low accuracy. With the emergence of pre-
trained language models, text-based SED (Chen et al. 2018;
Sihem Sahnoun and Yahia 2020; Li et al. 2024; Yu et al.
2025a) improved via enhanced semantic representations.
Graph-based methods (Peng et al. 2019, 2021; Ren et al.
2021; Cao et al. 2021; Ren et al. 2022, 2024; Yang et al.
2024; Yu et al. 2024, 2025b; Zhang et al. 2025) further
advanced detection by modeling message relations with
GNNSs, capturing complex event structures. However, all
unimodal methods are limited by their inability to fully ex-
ploit multimodal social media data.

MSED has received less attention. KGE-MMSLDA (Xue
et al. 2019) combines multimodal topic modeling with
external knowledge. SCBD (Abavisani et al. 2020) and
OWSEC (Qian et al. 2023) adopt cross-modal fusion tech-
niques to improve classification performance, with OWSEC
particularly targeting unseen events in open-world settings.
MEFEK (Lin, Xie, and Li 2024) further enhances fusion by
jointly incorporating external knowledge, text, and images.
However, these MSED methods generally treat event detec-
tion as a closed-set classification task, limiting their abil-
ity to detect novel or evolving events. Moreover, none of
them support incremental learning, making them vulnera-
ble to performance degradation over time. In contrast, our
proposed SelnEvent enables open-world MSED without la-
beled data. It supports the detection of unseen events and
incorporates adaptive incremental learning, ensuring long-
term robustness in evolving social media streams.

Conclusion

In this paper, we propose a novel Structural Entropy Guided
Incremental Learning for Open-World MSED. Specifically,
we propose an alternating incremental contrastive learning
strategy that interleaves retrospection via knowledge distil-
lation with the acquisition of new event knowledge. This ap-
proach not only preserves stable representations of histori-
cal event clusters but also enhances the model’s ability to
capture emerging events. Additionally, we introduce a novel
PSE-based noise filtering algorithm, which automatically re-
moves noisy samples from incoming data and retains high-
quality core samples for continual updates. Experiments on
real-world open datasets demonstrate the effectiveness and
practicality of SelnEvent. In future work, we aim to extend
MSED to trend prediction, offering deeper insight into event
dynamics and enhancing real-world applicability.
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